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Abstract

Ad-hoc and sensor networkave gained a lot of attention lately. Due to tech-
nological advances, building small-sized, energy-efficreliable devices, capa-
ble of communicating with each other and organizing thewesein ad-hoc net-
works has become possible. These devices have brought aamspeptive to the
world of computers as we know it, pushing us into what can tled¢he third era
of computing: intelligent devices can be embedded into tivede@enment, assisting
the user in performing various tasks while being invisildénim. The need for
reconfiguration and maintenance disappears as the netogésize themselves
to adapt to the continuously changing environment and rements.

Wireless sensor networks the generic name under which a broad range of
devices hide. Basically, any collection of devices equipywéh a processor, hav-
ing sensing and communication capabilities and being aldeganize themselves
into a network created in an ad-hoc manner falls into thisgaty. The addition
of the wireless communication capabilities to sensorssiased their functional-
ity dramatically. Wireless sensor networks bring monitgrcapabilities that will
forever change the way in which data is collected from theianttenvironment.

This thesis focuses on the topic of finding the right architecfor building
a wireless sensor network in an efficient manner. The choica §pecific archi-
tecture is usually one of the most debated issues at therirgiof each research
project and the various trade-offs decided upon at this/esep have important
consequences on the performances of the final system.

Although a lot of effort goes into defining the right architere to be adopted,
the shortcomings of the initial decision will make themsslwisible during any
project. Unfortunately, changing the characteristicsta &rchitecture after a
project has started costs a lot of resources and is ofterosstige. The reason for
this is because the new characteristics affect or completelnge the hypotheses
on which most of the building blocks of that system are baglitanging also the
parameters of their output and in general asking for a coimplew design.

As the sensor networks is a new field, the initial researchttasharacteris-
tics of the related fields from which the researchers ememypdroaches specific




to theoretical computer science, telecommunications,ptaen networks archi-
tectures, databases, etc. have been employed.

Currently, none of the solutions we are aware of offers fliéigjband easy
adaptation of the sensor network to the continuously chengnvironment. In
the vast majority of the scenarios, a layered protocol stacdopted and a lot
of effort is spent in each project to enable the cross layemmaanication and
decision taking needed by this category of systems.

Another major disadvantage of the existing systems is thaf the architec-
tures are adopted with the generalization in mind (the &chire should be as
general as possible and fit many scenarios) but often thegisognd offering a
modified version of it that fits only the particular applicatiof the demonstrator.
This is hardly reusable and thus contains various unnegesade-offs that limit
the performances of the system.

Contributions of this thesis

The major contribution of this thesis is the desigraaiew flexible data cen-
tric architecturespecially tailored to fit the needs of wireless sensor neksior
It allows the reconfiguration at any time of the internal stmwe at the cost of a
insignificant overhead in terms of memory consumption amteton time over-
head. The sensor nodes can be reprogrammed and can recatfiigunselves to
adapt to the requirements of the environment in which theydaployed.

The new architecture is just a theoretical concept. To shaw it is also
feasible we have designadiew operating system for wireless sensor networks
top of it. We have shown that the often completely differemiaepts of operating
system and system architecture can be combined in a sintifig eeducing a lot
of overhead and allowing implementation of new featuregtise thought not
feasible with the amount of resources available. In pdralle developed alsa
simulatorfor a distributed network in close relationship with the aiing system,
built also on top of the data centric architecture.

Having the support for building new applications ready, a®ised on the par-
ticularities of a building block necessary in most of theelgéss sensor networks
applications: the positioning protocols. We have impletadrsome already ex-
isting algorithms in our framework, showing that the cortagfynamic config-
uration holds. Out of the experiences we had withldwalization protocolsand
due to the tremendous amount of interest in this topic froenitldustry side, we
conducted further research into it, being able to signifigamprove the existing
protocols and develop new ones. We have dedicated a sephegiter to this
issue, presenting three of our new contributions.
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The field of wireless networked sensors is still a young, neldfi There
are a lot of questions to be answered at all the levels. Thiealeesearch and
fancy application domains will answer questions such ashisithe best routing
protocol to be used, what trade-offs need to be made to agumaller latency,

how to combine and present the pieces of data such that thgidiige makes
sense, etc.
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Chapter 1

Introduction

Embedded systenmave gained a lot of attention lately. Due to technologi-
cal advances, building small-sized, energy-efficienti®é devices, capable of
communicating with each other and organizing themselvesdioc networks
has become possible. These devices have brought a new gerspe the world
of computers as we know it, pushing us into what can be calledhird era of
computing: intelligent devices can be embedded into th&@mment, assisting
the user in performing various tasks while being invisildénim. The need for
reconfiguration and maintenance disappears as the netagy&size themselves
to adapt to the continuously changing environment and rements.

This thesis is dedicated to finding the right architecturettie class of em-
bedded systems known agreless sensor networkgVhile having the simple task
of gathering the most basic information, these systems osm pery complex
design challenges because of the limited quantity of ressuavailable. The pro-
posed architecture was the foundation for a novel operatstem, a simulation
framework for sensor networks and was shown to be able toostipgasic building
blocks for such systems (as position finding algorithms)e Trteoretical results
are confirmed in practice by several working prototypes.

The work presented in this thesis has been supported by aernwhbesearch
projects focusing on various design challenges in wiresessor networks and
embedded systems in general. The list of projects inclug¥&S [13], Consen-
sus [11], Smart Surroundings [14], Cobis [10] and Embeddestkivs [12].

This chapter will give a brief overview of the area of ubiguis computing
(Section 1.1), focusing on embedded systems and espemighe particular topic
of wireless sensor networks (Section 1.2). Then, a numbapplications as well
as possible typical scenarios will be presented in orderttebunderstand the
field of application of this new emerging technology (Settlo3).

Wireless sensor networks bring lots of challenges and aibetradictory de-
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Chapter 1introduction

mands from the design point of view. The last part of the oaigtdedicated to
highlighting the main directions of research involved iistfield (Section 1.4).
The particular topics described in the thesis and the dmritdn of this thesis
are detailed in Section 1.5 while Section 1.6 contains amvoew of the way the
information is structured through the chapters of the book.

1.1 Ubiquitous computing

Things are continuously changing in the world of computé&rs evolution of
computing systems is interesting and surprisingly ungtebie, with new devices
and technologies emerging and replacing the old settledr@donception.

When the first usable computer became available, the meiefesa was born:
some thirty years ago, these huge devices were widely degbaythin universi-
ties. Lots of users made use of a single mainframe computehvthey had to
share among themselves. The computation power came togéthe high cost
and a huge machine requiring quite a lot of maintenance.

Technology advanced according the the lines predicted bgrite law the
number of transistors on chip doubles each 18 mordimsl we stepped into the
second era of computers. It is a period that is still preseddy, but which is
slowly approaching its final part. It is the era of the perd@oanputers, cheaper
and smaller, and increasingly affordable. Quite often aierage user has access
to and makes use of more than one computer, these machimesgresent now
in almost any home and work place.

But, in this familiar environment things are starting to ©bea and the third
era of computing gains more and more terrain each day. Letkesa look at the
main trends today. The technology advancements cause thenge computers
to become smaller and smaller. The desktop computers tehd teplaced by
laptops and other portable devices.

The main factor that is influencing the new transition is thailability of
wireless communication technology. People are gettinglhapsed to wireless
communicating devices due to their independence from fixachines. The suc-
cess and availability of the Internet brought even morepedeence to the user:
the data could now be available regardless of the physicatilan of its owner.

The advancements in technology did not stop here: the mocedecame
small and cheap enough to be found now in almost any famiéaicé around us,
starting with an every-day watch and ending with (almosg) home appliance
we own. The new efforts nowadays are to make these devide&tiiaeach-other
and organize themselves into ad-hoc networks to accomipighdesign goal as
fast and reliably as possible.
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1.2. What are wireless sensor networks?

This is, in fact, the third computer age envisioned two desaatjo by Mark
Weiser. He was writing iThe computer for the 21st centUg2]:

My colleagues and | at PARC think that the idea of a "personal”
computer itself is misplaced, and that the vision of lapt@zhines,
dynabooks and "knowledge navigators” is only a transitibséep
toward achieving the real potential of information techogy. Such
machines cannot truly make computing an integral, invesitrt of
the way people live their lives. Therefore we are trying toagive a
new way of thinking about computers in the world, one thag¢$akto
account the natural human environment and allows the coemput
themselves to vanish into the background.

Several names such asghiquitous computingpervasive computingambi-
ent intelligenceinvisible computingdisappearing computesmart surroundings
etc. were created to indicate different aspects of the newpating age. The
ubiquitous computing world brings a reversed view on thegasaf computing
power: instead of having lots of users gathered around theframe computer,
now, each user will be using the services of several embeuetedbrks. The user
will be in the middle of the whole system, surrounded by arisiiwe intelligent
infrastructure. The original functionality of the obje@ad application will be
enhanced, and a continuous interaction will be presentamgelvariety of areas
of dalily life.

1.2 What are wireless sensor networks?

So what are wireless sensor networks and where is their phattés new
environment that starts "growing” around us?

Wireless sensor networks the generic name under which a broad range of
devices hide. Basically, any collection of devices equipywéh a processor, hav-
ing sensing and communication capabilities and being alieganize themselves
into a network created in an ad-hoc manner falls into thisgaty.

The research in the field of wireless sensor networks ineceasmendously
after the year 2000. The initial project was Smart Dust [b@lt thas shown that
building cheap smart sensors that can network togethesisilpe. A large num-
ber of projects was initiated, the main support comingatiitifrom the DARPA
Agency. Initially results were borrowed from the ad-hoc guting community
but soon it was realized that new approaches and algoritrens meeded.

The addition of the wireless communication capabilities¢asors increased
their functionality dramatically. Wireless sensor netkgbring monitoring ca-
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Chapter 1introduction

pabilities that will forever change the way in which data alected from the
ambient environment. Let us take, for example, the tragdtiononitoring ap-
proach of a remote location for a given phenomenon such asdiag the geo-
logical activity, monitoring the chemical or biologicalgperties of a region, or
even monitoring the weather at a certain place.

The old approach was the following: rather big and robusta#s/mneeded to
be built. They should have contained besides the sensorigsatik a big power
supply and local data storage capabilities. A team of texéins would have to
travel together to the destination to be monitored, plaesdhexpensive devices
at predefined positions and calibrate all the sensors. Theypwould come back
after a certain amount of time in order to collect the sensed.df by misfortune
some hardware would fail, then nothing could be done forsitthee information
about the phenomenon itself would be lost.

The new approach is to construct inexpensive, small sizeel,gg-efficient
sensing devices. As hundreds, thousands or even more &f desgces will be
deployed, the reliability constraints for them will be dimshed. No local data
storage is needed anymore as they will process locally adttnsmit by wire-
less means the observed characteristic of the phenomermmetor more access
points connected to a computer network. Individual catibraof each sensor
node is no longer needed as it can be performed by localizgatitims [23].
The deployment will also be easier, by randomly placing théeas (e.g. simply
throwing them from a plane) onto the monitored region.

Having this example in mind, we can give a general descnpbioa sensor
node. Throughout this thesis, the nasensor nodevill be used to describe a
tiny device that has a short range wireless communicatipalgty, a small pro-
cessor and several sensors attached to it. It may be powgrealtteries and its
main function is to collect data from a phenomenon, collat®with its neighbors
and forward its observations (pre-processed version afdle or even decisions)
to the endpoint if requested. This is possible because dsessor additionally
contains the code that enables inter-node communicatidsating-up, mainte-
nance and reconfiguration of the wireless network. Wherrnateto wireless
communication, we have in mind mainly radio communicatiothér means as
ultrasound, visible or infrared light, etc. are also beisgdi[21]). Asensor net-
workis a network made up of large numbers of sensor nodes. By a tangnber
we understand at this moment hundreds or thousands of nodélsdoe are no
exact limits for the upper bound of the number of sensorsayeyl.

Wireless sensor networks are one of the most important tddtse third era
of computing. They are the simplest intelligent devicesuady having as their
main purpose monitoring the environment surrounding usadading us of the
main events happening. Based on the observation reportdtebg instruments,
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1.3. Typical scenarios and applications

Project name Research area

CoSense [4] collaborative sense making

Consensus [11] collaborative sensor networks

CoBis [10] collaborative business items

EYES [13] self-organizing, energy-efficient sensor networks
PicoRadio [8] develop low cost, energy-efficient transceivers

SensoNet [15] protocols for sensor networks

Smart Dust [16] cubic millimeter sensor nodes

Smart Surroundings [14] architectures and frameworks for future ambient systems
TinyDB [20] guery processing system

WINS [24] distributed network access to sensors and processors
Wisents [12] cooperative embedded systems for exploration and control

Table 1.1: List of some research projects related to seretaranks

humans and machines can make decisions and act on them.

1.3 Typical scenarios and applications

At this moment a large variety of sensors exists. Sensors haen devel-
oped to monitor almost every aspect of the ambient worlchtiligy conditions,
temperature, humidity, pressure, the presence of absénegious chemical or
biological products, detection of presence and movemeat, By networking
large number of sensors and deploying them inside the phemonto be stud-
ied we obtain a sensing tool capable of constructing a tedisional map of the
sensed phenomenon, thus more powerful than a single plisetnsor.

The sensor networks field is still rapidly evolving. Althdug large number of
sensor network prototypes exists at this moment, the pessiplication areas are
still being explored. The typical application one can thafilhas as the main goal
some sort of monitoring (the most common one is environnientaitoring).
Nevertheless, stand-alone applications such as positiding or collaborative
business items have been suggested and explored [10].

In the following we will present two classifications that lealveen already
proposed in the literature. The first classification of vées sensor networks takes
into consideration the complexity of the network involvéds being related more
or less to the surface covered by the deployed network. Mrisan distinguish
three main categories (adapted from [6]):

e Small scale applications: intelligent warehouse
Each item contained inside the warehouse will have a tagradth that will
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be monitored by the sensor nodes embedded into the wallsleides.

Based on the read data, knowledge of the spatial positiafitige sensors
and time information, the sensor network will offer infortioa about the
traffic of goods inside the building, create automatic ireeies, and even
perform long term correlations between the read data. Tld o0& man-

ual product scanning thus disappears. In this category wencdude the
scenario of the modern supermarket, where the selectedmoof the cus-
tomers will automatically be identified at the exit of the suparket. This
scenario also has the minimum complexity. The sensor naegdaced at
fixed positions, in a more or less random manner. The deployarea is
easy accessible and some infrastructure (e.g. power sspotid comput-
ers) already exists. At the same time, the nodes are opgratia "safe”

environment meaning that there are no major external fattat can influ-
ence or destroy them.

e Medium-large scale applications: environmental monitgyri

Environmental monitoring is the widest area of applicasienvisioned up
to now. A particular application in this category is disast®nitoring. The

sensor nodes deployed in the affected areas can help hustimate the
effects of the disaster, build maps of the safe areas andtdie human
actions towards the affected regions. A large number ofiegjdns in

this category address monitoring of the wild life. This sxém has an in-
creased complexity. The area of deployment is no longersadde in an
easy manner and no longer safe for the sensor nodes. Theasdly Any

infrastructure present, nodes have to be scattered araumtaindom man-
ner and the network might contain moving nodes. Also a langenber of

nodes will have to be deployed.

e \ery large scale sensor networks applications

The scenario of a large city where all the cars have intedraemsors.
These sensor nodes will communicate with each other coitpatforma-
tion about the traffic, routes and special traffic conditidda one hand, new
information will be available to the driver of each car. Oe tther hand,
a global view of the whole picture will also be available. Tia® main
constraints that characterize this scenario are the lamgar of nodes and
their high mobility. The algorithms employed will have toase well and
deal with a network with a continuously changing topology.

On the other hand, the authors of [1] present a classificafisansor networks
based on their area of application. It takes into considarainly the military,
environment, health, home and other commercial areas anbdecaxtended with
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1.3. Typical scenarios and applications

additi
relief.

onal categories such as space exploration, chemicaéssing and disaster

Military applications

Factors as rapid deployment, self-organization and irseeéult tolerance
make wireless sensor networks a very good candidate foeusage mil-
itary field. They are suited to deployment in battlefield stés due to
the large size of the network and the automatic self-recardigpn at the
moment of the destruction/unavailability of some sensalesd3]. Typical
applications are: the monitoring of friendly forces, equgnt and ammuni-
tion; battlefield surveillance; reconnaissance of opmp&inces and terrain,
targeting, battle damage assessment; and nuclear, kialagid chemical
attack detection and reconnaissance. A large number oégsohave al-
ready been sponsored by The Defense Advanced Researcbt®Agency
(DARPA) [5].

Environmental applications

Several aspects of the wildlife are being studied with tHp bésensor net-
works. Existing applications include the following: marihg the presence
and the movement of birds, animals and even insects; agnautelated
projects observing the conditions of crops and livestoakzirenmental
monitoring of soil, water and atmosphere contexts and pofistudies; etc.
Other particular examples include forest fire monitorin@-domplexity
mapping of the environment and flood detection. Ongoingeatsjat this
moment include the monitoring of birds on Great Duck Isla®l the ze-
bras in Kenya [7] or the redwoods in California [25]. The nnbf these
applications is continuously increasing as the first degdiosensor network
show the benefits of easy remote monitoring.

Health-care applications

An increasing interest is being shown to the elder populdtld]. Sensor
networks can help in several areas of the health-care fidld.nfonitoring

can take place both at home and in hospitals. At home, patamntbe under
permanent monitoring and the sensor networks will trigdente.whenever
there is a change in the state of the patient. Systems thaletant their

movement behavior at home, detect any fall or remind thenake their

prescriptions are being studied. Also inside the hosp#taisor networks
can be used in order to track the position of doctors andmat{¢heir status
or even errors in the medication), expensive hardware[2}fc.

Home applications
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Company name

Web address

Ambient Systems (NL)
CrossBow (USA)
Digital Sun (USA)
Dust Networks (USA)
Ember (USA)

Invocon Inc. (USA)
MicroStrain (USA)
Millennial Net (USA)
Sensite Solutions (NL)
Sensoria Corporation (USA

Xsilogy (USA)

http://www.ambient-systems.net
http://www.xbow.com
http://www.digitalsun.com
http://dust-inc.com
http://mww.ember.com
http://www.invocon.com
http://www.microstrain.com
http://www.millennial.net
http://www.sensite-solutions.com
) http://lwww.sensoria.com
http://lwww.xsilogy.com

Table 1.2: Current sensor networks companies list

The home is the perfect application domain for the pervasoraputing

field. Imagine all the electronic appliances forming a nekwvand coop-

erating together to fulfill the needs of the inhabitants [1Bhey will have

to identify each user correctly, remember their prefersrazel their habits
and, at the same time, monitor the entire house for unexgevents. The
sensor networks have also an important role here, beingytlee and the
earsthat will trigger the actuator systems.

Other commercial applications

This category includes all the other commercial applicetienvisioned or
already built that do not fit in the previous categories. Balbj they range
from simple systems as environmental monitoring within #ice to more

complex applications such as

managing inventory contrdh@hicle track-

ing and detection. Other examples include incorporatimgees into toys

and thus detecting the positio
monitoring the material fatigu
ing, etc.

n of the children in "smantidaérgartens [18];
e and the tensions insidenthts of a build-

The number of research projects dedicated to wireless see$aorks has

increased dramatically over the la

st years. A lot of eff@s lbeen invested in

studying all possible aspects of wireless sensor netwitlkesse refer to Table 1.1
for a few examples. Also, a number of companies were createdt of them
start-ups from the universities that perform research efteld. Some of the
names in the field, valid at the date of writing this documarsg listed in Table 1.2.

We synthesized the most common applications in Table 1.8e&ch applica-
tion, its characteristics are described and a list of nesdedces is provided.
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1.3. Typical scenarios and applications

Application \ Characteristics | Required services

Green-house small scale network, resourgeinaccurate localization and tim-

monitoring | poor nodes, static scenarios, finéng, low quality sensors, fixed
grained deployment, star netsampling data rates, low in-
works, easy to maintain network processing

Wild life | medium scale network, resourceprecise localization and timing,

monitoring | poor nodes, mobile scenarioslocal storage, fixed sampling
coarse grained deployment, muyl+ates, medium in-network pro-
tihop networks, difficult to main{ cessing
tain

Home and| small scale network, resourgeinaccurate localization and tim-

office moni-| poor nodes, static scenarigsing, low quality sensors, fixed

toring coarse grained deployment, mulsampling data rates, low in-
tihop network, easy to maintain network processing, security and

privacy

Monitoring | large scale network, resour¢every precise localization and

as military | rich nodes, static scenariostiming, high quality sensors, dy-

application | coarse grained deployment, mulhamic sampling rates, intense in-
tihop networks, difficult to main{ network processing, local stor-
tain age systems, security and pri-

vacy

Warehouse | large scale network, resourcevery precise localization and

monitoring | poor nodes, mobile scenarigstiming, low quality sensors, high
fine grained deployment, multj- in-network processing, security
hop networks, easy to maintain and privacy

Table 1.3: Sensor networks specific applications

If we take a look at the number of sensors deployed with rédpebe area
covered, we can give the following categorization:

e Coarse grained sensor networks

In this category usually fall the sensor networks made upeofas, each
covering a large area. These devices are usually large grehsixe, be-
cause they are equipped with high quality sensors. The mkta@pology is

usually a star topology. The sensor nodes themselves atk fixe

Fine grained sensor networks

This category comprises the networks made up of large nuailobeap de-
vices, equipped with low quality sensors having small am®aohresources
available. The network topology is usually a multihop natwal he large
number of sensors and the dense deployment compensatesvtijedlity
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of the sensors, the network as a whole producing high quaigylts.

1.4 Directions of research

The field of sensor networks is a relatively new one. Scienfi®m vari-
ous communities approached this research area with eatmsind brought to-
gether knowledge from various domains of computer sciegleetrical engineer-
ing, telecommunications, etc. The initial directions afearch were specific to
each of these fields, everyone trying to adapt their knovdedgmake wireless
sensor networks a reality.

Several approaches were taken, but research focused omadievdirections
recognized by the community as being the key issues in treosaetwork field.
We can name the following major topics of interest, basederatnount of effort
and publications devoted to them:

e Hardware platforms

The vision of sensor networks states that large numbersarfjgrefficient
devices, able to communicate by wireless means will be gegland left to
work unattended for years. This imposes a large range ofectg@s from
hardware design point of view. First of all, the availapildf low power
wireless communication means (most often radios but atsasgund, light
or magnetic induction based devices) with low transmissamges and fast
switching times between the various possible states is & rAdslitionally
what is needed is a low power and low cost processor and a séfiaént
sensors. Advances in all the fields related to developingraptbving these
devices are needed and followed closely by the wirelessoseretworks
community.

e Networking protocols

To be of any use, the sensor network needs a set of networkatggols

(media access control, routing, clustering, etc.), robuftont of the mul-

tiple existing sources of failure. Various degrees of rethnty (often dy-
namically decided upon) need to exist to assure the comectibning of

the network. Intelligent network protocols can save a lotmérgy and can
prolong the lifetime of the network at various degrees. Thst &pproach
taken in this field was to emulate the existing algorithmsnfrihe wired

computer networks but it has been seen that new approachdsdh&o be
taken.

e Specific protocols
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1.4. Directions of research

In general, large arrays of data make no sense to anyoneyifateenot

stamped with the (more or less exact) time and location o$émsing pro-
cess. This simple observation brings into discussion twe Ip&sic proto-
cols, that are needed in the vast majority of applicatiortgnang and syn-
chronization protocol and a localization protocol. Sooterafhese blocks
gained attention it was also noticed that the networkingqmals can be
redesigned and transformed into more efficient ones if themne of time

and position were locally known for each sensor node (e.gersor time

based media access control protocols can be designedesetfgzograph-
ical based routing can be employed, etc.). The availalilitppcalization

algorithms brought into attention localization as a stalmhe application
provided by sensor networks as an alternative to the noyedmre avail-

able and often expensive Global Positioning System.

Data acquisition, manipulation and storage

The main goal of the sensor networks is to monitor partictdatures of
the environment they are deployed in. This requiremenste®s to huge
quantities of data being sensed (produced) by each nodegtth the lim-

its of the storage systems and available bandwidth in thearkt The only

way for the data dissemination to work is to dynamically adhp sensing
periods, to locally process the data and to aggregate tbhedf data travel-
ing to a certain destination (sensor fusion). Querying &itiged network
in an efficient way and specifying the best way to aggregaseaathe way
back to the requesting gateway is a research questionestilfjlopened.

High level dissemination

Once the network is setup, the question arises on how to mekefuthe
available data. A layer of so calletistributed servicess added on top of
the networking layer dealing with issues such as informimguser what is
the network capable of doing (services discovery). Thisagament layer
is compulsory and opens the spectrum of a large range ofcapipls closer
to the business domain. The availability of sensing (andadittg on) the
environment and of connections to the high speed networkeseossible
applications such as the collaborative business items.

Application domain

The application domain is also a topic of research as wehis iew re-
search field. The first prototypes have shown environmertaitoring and
military surveillance as the specific applications for Wess sensor net-
works. Soon afterward it was realized that the applicatiesscof sensor
networks can be extended to more than basic sensing (seer5g@ for
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possible scenarios). Completely new applications (suca lasalization
devices) came into play as well. At this moment, the rangeostijble ap-
plications is largely unexplored and it gets larger anddaxgith the avail-
ability of more prototypes and interaction with the indysand business
community.

Our research focused mainly on two of the previous categattie networking
layers and the specific protocols. The other ones were alsttention as the
cross layer design and communication is one of the basidresgants of sensor
networks.

1.5 Topics and contributions of this thesis

This thesis focuses on the topic of finding the right architecfor building
a wireless sensor network in an efficient manner. The chaoica pecific archi-
tecture is usually one of the most debated issues at therirgiof each research
project and the various trade-offs decided upon at thiy estelp have important
consequences on the performances of the final system.

Although a lot of effort goes into defining the right archiige to be adopted,
the shortcomings of the initial decision will make themsslwisible during the
project. Unfortunately, changing the characteristicshef architecture after the
project has started costs a lot of resources and is oftenassilge. This because
the new characteristics affect or completely change thetingses on which most
of the building blocks of that system are built, changingalse parameters of
their output and in general asks for a complete new design.

As the sensor networks is a new field, the initial researchiieasharacteris-
tics of the related fields from which the researchers ememgggloaches specific
to theoretical computer science, telecommunications,ptaen networks archi-
tectures, databases, etc. have been employed when thteeatatds of the large
number of prototypes already deployed have been adoptedfsapter 3).

Currently, none of the solutions we are aware of offers fléigjband easy
adaptation of the sensor network to the continuously chengnvironment. In
the vast majority of the scenarios, a layered protocol steeklopted and a lot of
effortis spentin each project to enable the cross layer conmration and decision
taking needed by this category of systems. Current apitaare rather static:
they are designed to serve on particular purpose (they ade ma of a small
number of nodes, nodes are placed at fixed positions, etr. mbst of these, we
cannot talk basically about a clear architecture.

Another major disadvantage of the existing systems is thaf the architec-
tures are adopted with the generalization in mind (the &chire should be as
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general as possible and fit many scenarios) but often thegqisognd offering a
modified version of it that fits only the particular applicatiof the demonstrator.
This is hardly reusable and thus contains various unnegesade-offs that limit
the performances of the system.

The major contribution of this thesis is the design of a nexilfle data centric
architecture special tailored to fit the needs of wirelessgenetworks. It allows
the reconfiguration at any time of the internal structurdatiost of a insignificant
overhead in terms of memory consumption and execution timeehead. The
sensor nodes can be reprogrammed and can reconfigure themseladapt to
the requirements of the environment in which they are dessldgee Chapter 3).

The new architecture is just a theoretical concept. To shaw it is also
feasible we have designed a new operating system for wiretssor networks on
top of it. We have shown that the often completely differemaepts obperating
systemandsystem architecturean be combined in a single entity, reducing a lot
of overhead and allowing implementation of new featuregmise thought not
feasible with the amount of resources available. In pdralle developed also a
simulator for a distributed network in close relationshighvthe operating system,
built also on top of the data centric architecture.

Having the support for building new applications ready, a®ised on the par-
ticularities of a building block necessary in most of theeléiss sensor networks
applications: the positioning protocols. We have impletedrsome already ex-
isting algorithms in our framework, showing that the cortagdynamic config-
uration holds. Out of the experiences we had with the loatibn protocols and
due to the tremendous amount of interest in this topic froeitidustry side, we
conducted further research into it, being able to signifigamprove the existing
protocols and develop new ones. We have dedicated a sepaggiter to this
issue, presenting three of our new contributions.

1.6 Thesis organization

The thesis is organized in the following manner: Chaptere3@nts the status
of the work performed in the field of sensor networks with auon the existing
architectures. The main challenges will be described aadvthy in which vari-
ous existing systems try to solve those. Chapter 3 preseatsew data centric
architecture we propose. We will show how the flexible flexiltchitecture can
be used to avoid some of the shortcomings of the existingsst

The concept of the data centric architecture was the stapint for a new
simulator and a novel operating systems, both of them tagetireless sensor
networks. They will be described and analyzed in detail iaj@ar 4. As we will
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show, both tools provide features that no other currentistimg system has and
allow fast design, testing and implementation of complentqrols for wireless
sensor networks.

Chapter 5 describes one of the most important building Idadkvireless sen-
sor networks: positioning algorithms.Three new contiiing are described and
the advantages and shortcomings of the new algorithms avensiind compared
against already existing algorithms.

The thesis ends with conclusions and the description ofladutbadmap for
designers of wireless sensor networks.

28



Bibliography

[1] I.LF. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. CalyiWireless sen-
sor networks: a surveyComputer Networks (Elsevier) Journ&8(4):393—
422, March 2002.

[2] H. Baldus, K. Klabunde, and G. Muesch. Reliable set-umeflical body-
sensor networks. IRroc. Wireless Sensor Networks, First European Work-
shop (EWSN 2004Berlin, Germany, January 2004.

[3] R.R. Brooks, P. Ramanathan, and A.M. Sayeed. Distribd&rget Clas-
sification and Tracking in Sensor NetworksProceedings of the IEEE
91(8):1163-1171, August 2003.

[4] CoSense. http://www2.parc.com/spl/projects/ecca.
[5] DARPA. http://www.darpa.mil/body/ofprograms.html.

[6] D. Estrin, R. Govindan, J.S. Heidemann, and S. Kumar.tNertury chal-
lenges: Scalable coordination in sensor network$4dbile Computing and
Networking pages 263-270, 1999.

[7] P. Juang, H. Oki, Y. Wang, M. Martonosi, L. Peh, and D. Rudiein.
Energy-efficient computing for wildlife tracking: desigmatleoffs and early
experiences with zebranet. WSPLOS-XSan Jose, California, October
2002.

[8] Picoradio. http://bwrc.eecs.berkeley.edu/Resd®ich Radio.

[9] J. Polastre, R. Szewczyk, and D. Cull&¥ireless sensor networkshapter
Analysis of Wireless Sensor Networks for Habitat Monitgrieditors: C.S.
Ragavendra, K.M. Sivalingam and T. Znati, Kluwer Academiblizhers,
2004.

[10] Cobis European Project. http://www.cobis-online.de

[11] Consensus Dutch Project. http://www.consensuslft.ide

29



BIBLIOGRAPHY

[12] Embedded Wisents European Project. http://www.erdbdevisents.org.
[13] European EYES Project. http://www.eyes.eu.org.

[14] Smart Surroundings European Project. http://wwwigrsarroundings.org.
[15] SensoNet. http://users.ece.gatech.edu/iveilemg8r/index.html.

[16] SmartDust. http://robotics.eecs.berkeley.edubpiSmartDust.

[17] IEEE Computer Science Society. Pervasive computihg3sor. 2 - success-
full aging, April-June 2004.

[18] M. Srivastava, R. Muntz, and M. Potkonjak. Smart kirgdeten: Sensor-
based wireless networks for smart developmental problemirg environ-
ments (challenge paper). Rroc. 7th Ann. Intl. Conf. on Mobile Computing
and Networkingpages 132-138, Rome, Italy, July 2001. ACM.

[19] T.Basten, M.Geilen, and H.D. GrooAmbient Intelligence: Impact on em-
bedded system desigrhapter Omnia fieri possent, pages 1-8. Editors: T.
Basten, M. Geilen and H.D. Groot, Kluwer Academic Publish2003.

[20] TinyDB. http://telegraph.cs.berkeley.edu/tinydb.

[21] R. Want, A. Hopper, V. Falcao, and J. Gibbons. The adiadge location
system. Acm Transactions on Information Systems, vol. 10, ng@abes
91-102, January 1992.

[22] M. Weisser. The computer for the 21st centuBgientific American1991.

[23] K. Whitehouse and D. Culler. Calibration as paramegtineation in sen-
sor networks. IrProceedings of ACM International Workshop on Wireless
Sensor Networks and Applications (WSNA,@g)anta, Georgia, September
2002.

[24] Wins. http://www.janet.ucla.edu/WINS.

[25] S. Yang. Redwoods go hightech: researchers use wirelassors to study
california’s state tree. UCBerkeley News, July 2003.

30



Chapter 2

Current state of research

This chapter provides a brief overview of the state of theofthe
wireless sensor network field. The reader is offered a glateal
of the research area, including a description of the inflasraf the
related fields of science. The chapter also addresses thesgeon
which this technology is built and presents the major existesearch
trends in the area.

We have started working in the field of wireless sensor néks/ior a moment
when sensor networks were just a little more than a concebe fifst energy-
efficient hardware device containing an integrated radtbaprocessor was pro-
duced (as part of the SmartDust set of projects in 2001) amddim of having
thousands of miniaturized versions of this sensor node extted in a network
and monitoring the environment around came alive.

The last four years have brought major advancements in tloe fide initial
knowledge, mere adaptation of theories already establigheelated fields of
science, has evolved to the point where protocols targetirg wireless sensor
networks are developed, major universities are offerirggized courses on this
new technology and a large number of workshops and confesaqgpeared. For
example, a search on an online book vending site (amazohrevealed over one
hundred book titles and other publications related to tlisl fi

In this chapter, we will focus on the current state of the &the research in
the wireless sensor networks field. As the amount of relasults achieved lately
is impressive, we would prefer to give the reader a globalpécpointing out the
major components and trends rather than a long list of nefe®that might be
considered irrelevant in a few years.

We will start this chapter by talking about the challengeslireless sensor
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networks pose. In this way, we fix the major premises of anyiegjon running
on top of this technology and give a subjective charactgomeof the tandem
available resources - expected goals. Then, we will proeadd splitting the
wireless sensor networks into their building blocks anctdbe them, as well as
the major influences from various fields of research and shevexisting over-
lapping. The chapter ends with conclusions and directionfuture research.

2.1 Challenges

When designing a wireless sensor network one faces, on o tiee sim-
plicity of the underlying hardware and, on the other hand,régquirements that
have to be met. In order to satisfy them, new strategies andseé¢s of proto-
cols have to be developed [13, 1, 32]. In the following we w&ddress the main
challenges that are present in the wireless sensor netvedtk fihe research di-
rections involved and the open questions that still needetafswered will be
presented as well.

To begin with, a high-level description of our ultimate ctvasts for the sen-
sor networks can be synthesized as:

e Long life - The sensor node should be able to "live” as long as possihle
ing its own batteries or other sources of energy. This caimgtcan be trans-
lated to a power consumption less than one hundred micrts\fraeaning
a lifetime period of months to years for one device). The o arises
from the assumption that the sensor nodes will be deployadhiarsh en-
vironment where maintenance is either impossible or hasohilgitively
high price. It makes sense to maximize the battery lifetiorégss the sen-
sor nodes use some form of energy scavenging). The targétgohé of
a node powered by two AA batteries is a couple of years. Thi gan
be achieved only by applying a strict energy policy which wibke use of
power-saving modes.

e Small size- The size of the device should be less than one cubic milémet
to make possible its attachment to various sorts of objddigs constraint
gave the sensor nodes the namesmfart dusta name which gives a very
intuitive idea about the final design. The processor andabimmwere inte-
grated in a chip having a size of approximately one cubiciméter. What
was left was the antenna, the sensors themselves and theybaitvances
are required in each of these three fields in order to be abfeetet this
design constraint.
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¢ Inexpensive- The third high level design constraint is about the price of
these devices. In order to encourage large scale deploythi&rtechnology
must be really cheap, meaning that the targeted pricesdbetih the range
of a couple of cents (having a powerful impact on the avadlabsources at
each node).

2.1.1 Locally available resources

Wireless sensor networks can consist of thousands of dewiceking to-
gether. Their small size comes also with the disadvantagergflimited resource
availability (limited processing power - in the form of a 8 18 bits microcon-
troller, low-rate unreliable wireless communication oaeange of a few tens of
meters, small memory footprint - in the range of few hundrgigbto a few kilo-
bytes of memory and low energy). This raises the issue ofjde®] a new set of
protocols across the whole system.

Energyreceives special attention and can by far be considered tis¢ im-
portant design constraint. The sensor nodes will be maiolygped by batteries.
In most of the scenarios, due to the environment where thityowrideployed, it
will be impossible to have a human change their batteriesoine designs energy
scavenging techniques will also be employed. Still, the amof energy avail-
able to the nodes can be considered limited and this is whigddes will have to
employ energy-efficient algorithms to maximize their life¢.

By taking a look at the characteristics of the sensor nodegjatice that the
energy is spent for three main functions: environment sgpsvireless commu-
nication and local processing. Each of these three compenégh have to be
optimized in order to obtain minimum energy consumptionr the sensing of
the environment component, the most energy efficient aMeilsensors have to
be used. From this point of view, we can regard this compoagatfunction of a
specific application and a given sensor technology.

The energy needed for transmitting data over the wireleaarodl dominates
by far the energy consumption inside a sensor node. Morettianit was pre-
viously shown that it is more efficient to use a short-rangdtimp transmission
scheme than sending data over large distances [2]. A netegyraharacteristic
to the sensor networks was developed based on a trade-ofébetthe last two
components and is in fact one of the main characteristicketénsor networks
(see for example techniques developed in: [10, 37]). lastéablindly routing
packets through the network, the sensor nodes will act baséte content of the
packet [18].

Let us suppose that a certain event took place. All nodesstrated it will
characterize the event with some piece of data that needs $ert to the inter-
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ested nodes. There will be many similar data packets, oast,Isome redundancy
will exist in the packets to be forwarded. In order to reduwettaffic, each node
on the communication path will examine the contents of thekegit has to for-
ward. Then it will aggregate all the data related to a paldicavent into one
single packet, eliminating the redundant information. Téduction of traffic by
using this mechanism is substantial. Another consequeiitésomechanism is
that the user will not receive any raw data, but only high llebaracterizations of
the events. This makes us think of the sensor network as-a@afdined tool, a
distributed network that collects and processes inforonati

From an algorithmic point of view, the local strategies eoypld by sensor
nodes have as a global goal the extension the overall lietihthe network. The
notion of lifetime of the network usually hides one of theldaling interpreta-
tions: one can refer to it as the time passed since power oa gadicular event
such as: the energy depletion of the first node or of thirtyeet of the nodes,
or even the moment when the network is split in several sitvar&s. No matter
which of these concepts will be used, the nodes will choogmtticipate in the
collaborative protocols following a strategy that will nianize the overall net-
work lifetime.

To be able to meet the goal of prolonged lifetime, each semsde should:

- spend all the idle time in a deep power down mode, thus usirigsagnifi-

cant amount of energy;

- when active, employ scheduling schemes that take intoideration volt-

age and frequency scaling.

It is interesting to notice at the same time, the contradyctareless industry
trends and the requirements for the wireless sensor notlesnd@iustry focuses at
the moment in acquiring more bits/second/Hz while the sensdes need more
bits/euro/nJ. From the transmission range point of view, ansor nodes need
only limited transmission range to be able to use an optimbdutated energy
consumption, while the industry is interested in delivgriigher transmission
ranges for the radios. Nevertheless, the radios designeddays tend to be as
reliable as possible, while a wireless sensor network isdas the assumption
that failures are regarded as a regular event.

Energy is not the only resource the sensor nodes have to \aboyt. The
processing poweandmemoryare also limited. Usually the nodes are equipped
with a resource poor 8 or 16 bits microcontroller having atlzefew kilobytes
of memory available. Large local data storage can not be@mgl so strategies
need to be developed in order to store the most importantidatadistributed
fashion and to report the important events to the outsidddwok feature that
helps dealing with these issues is the heterogeneity ofeh&ank. There might
be several types of devices deployed. Resource poor nodlesenable to ask
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more powerful nodes to perform complicated computationsth& same time,
several nodes could associate themselves in order to petifier computations in
a distributed fashion.

Bandwidthis also a constraint when dealing with sensor networks. ohe |
power communication devices used (most of the time raditstraivers) can only
work in simplex mode. They offer low data rates due also tddloethat they are
functioning in the free unlicensed bands where traffic is#yrregulated.

2.1.2 Diversity and dynamics

As we already suggested, there may be several kinds of seades present
inside a single sensor network. We could talk of heterogesieensor nodes from
the point of view of hardware and software. From the pointiefwof hardware,
it seems reasonable to assume that the number of a certairokiofevices will
be in an inversely proportional relationship to the captéd offered. We can
assist to a tiered architecture design, where the resoomenpdes will ask more
powerful or specialized nodes to make more accurate measuats of a certain
detected phenomenon, to perform resource intensive opesair even to help in
transmitting data at a higher distance.

Diversity can also refer to sensing several parameterstaarddombine them
in a single decision, or in other words to perform data-fosiaVe are talking
about assembling together information from different kind sensors like: light,
temperature, sound, smoke, etc. to detect for example firattzas started.

Sensor nodes will be deployed in the real world, most prgbiadharsh envi-
ronments. This puts them in contact with an environmentighdynamic in many
senses and has a big influence on the algorithms that therseodes should
execute. First of all, the nodes will be deployed in a randashion in the en-
vironment and in some cases, some of them will be mobile. iB#gothe nodes
will be subject to failures at random times and they will digcallowed to change
their transmission range to better suit their energy budgkis leads to the full
picture of a network topology in a continuous change. Therdlgms for the
wireless sensor networks have as one of their charactettstifact that they do
not require a predefined well-known topology.

One more consequence of the real world deployment is this ti# be many
factors influencing the sensors in contact with the phenamemdividual cali-
bration of each sensor node will not be feasible and probablyot help much
as the external conditions will be in a continuous change. SEmsor network will
calibrate itself as a reply to the changes in the environroamnditions. More than
this, the network will be capable of self-configuration aef-enaintenance.

Another issue we need to talk about is the dynamic nature efitineless
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communication medium. Wireless links between nodes caiodgieally appear
or disappear due to the particular position of each nodeirditional links will
coexist with unidirectional ones and this is a fact that tge@dthms for wireless
sensor networks need to consider.

2.1.3 Needed algorithms

For a sensor network to work as a whole, some building blodexirto be
developed and deployed in the vast majority of applicatidesically, they are:
a localization mechanism, a time synchronization mecharisd some sort of
distributed signal processing. A simple justification cantbat data hardly has
any meaning if some position and time values are not availalith it. Full,
complex signal processing done separately at each nodeatibe feasible due
to the resource constraints.

The self-localization of sensor nodes gained a lot of atterately [5, 12, 21,
14]. It came as a response to the fact that global positiosysgems are not a
solution due to high cost (in terms of money and resources)tds not available
or provides imprecise positioning information in specialieonments as indoors,
etc. Information such as connectivity, distance estinmatiased on radio signal
strength, sound intensity, time of flight, angle of arrivelc. were used with
success in determining the position of each node withineksyof accuracy using
only localized computation.

The position information once obtained was not only usecckaracterizing
the data, but also in designing the networking protocolsekample, leading to
more efficient routing schemes based on the estimated ositithe nodes [47].

The second important building block is the timing and sypaization block.
Nodes will be allowed to function in a sleep mode for long pdsiof time, so pe-
riodic waking up intervals need to be computed within a d¢enpaecision. How-
ever, the notion of local time and synchronization with tkegghbors is needed
for the communication protocols to perform well. Light-gbt algorithms have
been developed that allow fast synchronization betweeghieiring nodes using
a limited number of messages. Loose synchronization willdel, meaning that
each pair of neighbor nodes are synchronized within a celoaind, while nodes
situated multiple hops away might not be synchronized at all

Global timing notion might not be needed at all in most of tppleations.
Due to the fact that many applications measure natural phenon such as tem-
perature, where delays up to the order of seconds or evenigsinan be tolerated,
the trade-off between latency and energy is preferred.

The last important block is the signal processing unit. A rdass of algo-
rithms has to be developed due to the distributed nature i&leds sensor net-
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works. In their vast majority the signal processing aldors are centralized al-
gorithms that require a large computation power and thdabifity of all the data

at the same time. Transmitting all the recorded data to @esads impossible in
a dense network even from theoretical point of view, not totioa the needed
energy for such an operation. The new distributed signatgssing algorithms
have to take into account the distributed nature of the nétwbe possible un-
availability of data from certain regions due to failureslahe time delays that
might be involved.

2.1.4 Dependability

More than any other sort of computer network, the wirelesssenetworks
are subject to failures. Unavailability of services will tensidered “a feature” of
these networks or “regular events” rather than some spoeadi highly improb-
able events. The probability for something going wrong ikeast several orders
of magnitude higher than in all the other computer networks.

All the algorithms have to employ some form of robustnessrimtf of the
failures that might affect them. On the other hand, this coat¢he cost of energy,
memory and computation power, so it has to be kept at a minimduninteresting
issue is the one of the system architecture from the pradqooint of view. In
traditional computer networks, each protocol stack isgie=i for the worst case
scenario. This scenario hardly ever happens simultangtarsall the layers and
a combination of lower layer protocols could eliminate sachcenario. This
leads to a lot of redundancy in the sensor node, redundaatytists important
resources. The preferred approach is that of cross-lagggmiag and studying of
the sensor node as a whole object rather than separatenguilidicks. This opens
for discussion the topic of what is a right architecture fibtlee sensor networks
and if a solution that fits all the scenarios makes sense.at all

Let us summarize the sources of errors the designer willdiaganodes will
stop functioning starting with even the (rough) deploynm@mse. The harsh en-
vironment will continuously degrade the performances efribdes making them
unavailable as the time passes. Then, the wireless comatiamienedium will be
an important factor to disturb the message communicatidit@affect the links
and implicitly the network topology. Even with a perfect #nmment, collisions
will occur due to the imprecise local time estimates and Iafckynchronization.
Nevertheless, the probabilistic scheduling policies amdgzol implementations
can be considered sources of errors.

Another issue that can be addressed as a dependabilibuétis the security.
The communication channel is opened and cannot be protethésl means that
others are able to intercept and to disrupt the transmisgoreven to transmit
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their own data. In addition to accessing private informatia third party could
also act as an attacker that wants to disrupt the correctifunadity of the network.
The security in a sensor network is a hard problem that st#ids to be solved.
Like alImost any other protocol in this sort of networks it kaatradictory require-
ments: the schemes employed should be as light as possib&aghieving the
best results possible. The usual protection schemes eggoimuch memory and
too much computation power to be employed (the keys therasealke sometimes
too big to fit into the limited available memory - if we refer tioe data privacy
scenarios).

A real problem is how to control the sensor network itselfe Bensor nodes
will be too many to be individually accessible to a singlerused might also
be deployed in an inaccessible environment. By control waetstand issues as
deployment and installation, configuration, calibratiow auning, maintenance,
discovery and reconfiguration. Debugging the code runninthé network is
completely infeasible, as at any point inside, the user baess only to the high
level-aggregated results. The only real debugging anéhtesain be done with
simulators that prove to be invaluable resources in thegdesmnd analysis of the
sensor networks.

2.2 Overview of the covered topics

When building a wireless sensor network from scratch, trsgier is faced
with questions whose answers span across various reseglds firhis section
will decompose the concept of wireless sensor network imesic building blocks
and take a look at the influences coming from the other relditaziplines.

At a high level we can talk about the following building blackhardware plat-
form (including radio, processor, sensors, power souvgeg)ess communication
(asthe energy efficient media access control protocolingschemes, etc.), data
handling (here we can talk about the process of gatheringpesgrocessing the
data, data aggregation and dissemination, data storagquerging, etc.) and
other high level services (for example service discovery subscription issues,
specific classes of applications, etc.).

2.2.1 Hardware platforms

Sensor network solutions should work unattended for laey@gs of time.
This implies that the nodes of the network must preserve teited amounts
of energy for as long as possible. One compulsory step teeehhis is to use
energy efficient pieces of hardware to build the devicefitsel
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4 Energy Consumption (nJ/bit) - 2,4 GHz radios
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Figure 2.1: Energy consumption (nJ/bit) for 2.4GHz trainsars
e Radio

The most power hungry component on the sensor node platéoime wire-
less communication device. In the vast majority of the situnes radio com-
munication is the preferred mean - although applicatioinsusfrared, ul-
trasound or magnetic induction communication have beealdped. Vari-
ous sorts of radio transceivers are available on the maidget now (see
Table 2.1). The most important parameters of the radio devfrom a
wireless sensor network applications are the power consamlpvels used
during transmission, reception, and low power mode statevel interest

parameters (also very important) are the switching timesfone state to
another.

The table also mentions the power consumed during standtbypawer
down modes, as well as the time required by the chip to move tactve
mode (receiving or transmitting) from these respective-fmwer modes.
Standby mode usually constitutes an intermediate stepeegtweceiving
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or transmitting and complete shutdown of the radio, in otdénsure fast
wake-up while still saving power if non active. In that cage crystal is
most of the time the only component still alive.

Figure 2.1 compares the power consumption of the Bluetoatisteiver
with other2.4Ghz transceivers in terms of energy consumed per bit, that is
the power consumption divided by the bit rate, for both rezand transmit
modes. As can be seen, current best Bluetooth transceeatigé higher
figures compared to Nanonet or recent Nordic chips featwwiimgar trans-
mission characteristics.

At the extremes can be found IEEE 802.15.4 - for which the &guare
based on Motorola’s preliminary data sheets. There isniigetdifference
in terms of power consumption in the active mode between teeden-
eration IEEE 802.15.4 and the current Bluetooth transcgiv&he major
difference resides in fact on the protocol controller sidétile Bluetooth
stack requires an ARM like microprocessor, IEEE 802.15@tqmol can
easily be implemented on a 8051 microcontroller consummgraer of
magnitude less than the Bluetooth controller.

e Processor

Various functionality of the communication task, sensingd pre-processing
of data and application task will be supported by an on-bpesdessor. The
choice for a processor is based on factors such as: powenmmomti®n and
available memory. Currently, low power 8-bit and 16-bit mizontrollers
are in use. The memory available in each processor is of alpaterest.
Usually, each processor is equipped with some non-volatdgram mem-
ory (nowadays using the Flash technology) and some volggila memory
The real restriction is given by the availability of data nagn(the amounts
available are less thar0k Bytes at this moment). This restriction limits
the available memory for buffering and data storage andeaséime time
reduces quite a lot the complexity and number of the high kgeelications
(usually only a simple application is being run on top of assemetwork).

The frequency the embedded processors use is of a secorafargro as
their processing power is more than enough for most of thdicatipns.
See Table 2.2 for an indication of the processors used iyfhes available
testbeds. Usually there is a large choice in terms of toadsl i@ program
these devices and specially tailored compilers exist, saathailability of
software is not a problem.
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Table 2.1: Low Power RF radio transceivers

Vendor | Model RX TX Pout| IC tech- | Voltagel Freq. | Quick Slow Data Modulation
Ref. power | power | dBm nology | (V) (MHz) | startup startup rate type, Re-
(mwW) | (mW) standby power (Kbits/s)| ceiver
down arch.
Melexis | TH72015| - 35 -12 | CMOS | 1.9- 433 - 0.8ms/0.1uA 40/40 | ASK/FSK
55
Microchip| RFPIC - 5 -12 433 20/40 | ASK/FSK
12C509 ?
Micrel MICRFOOY 3 - - 5 433 - 2.5ms/0.5uA 2 ASK
Superheter
Chipcon | CC1000 | 7.4 5.3 -20 | 0.35 2.1- 433 250us/30uA2ms/0.2uA | 76.8 FSK
CMOS | 3.6 Superheter
Chipcon | CC1020 | 16.9 13.7 0 0.35 2.3- 402- | 4.8ms/77uA5.8ms/0.2uA 153.6 FSK
CMOS | 3.6 470 Superheter
AMIS ASTRX2 | 7.5 25 6 CMOS | 2.7- 433 65us/0.5uA - 20 ASK
3.3 Low-IF
XEMICS | XE1201A| 6 135 +5 | BICMOS| 2.4- 315- | 60us/55uA| /0.2uA 64 FSK
3.6 433 Zero-IF
Melexis | TH72035 | - 4 -12 | CMOS | 1.9- 868/900 - 0.8ms/0.1uA 40/40 | ASK/FSK
55
Chipcon | CC1000 | 9.6 8.6 -20 | 0.35 2.1- 868/900 250us/30uA2ms/0.2uA | 76.8 FSK
CMOS | 3.6 Superheter

Continued on next page
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Vendor Model RX TX Pout| IC tech- | Voltagel Freq. | Quick Slow Data Modulation
Ref. power | power | dBm nology V) (MHz) | startup startup rate type, Re-
(mwW) | (mW) standby power (Kbits/s)| ceiver
down arch.
Chipcon | CC1020 | 17.3 21.9 0 0.35 2.3- 804- | 2.5ms/77uA3.5ms/0.2uA 153.6 | FSK
CMOS | 3.6 940 Superheter
AMIS ASTRX1 | 36 25 0 CMOS | 2.7- 868/900 -/4 uA 20 (EU) | BPSK,
(IEEE 3.3 40 (US) | DSSS
802.15.4) Zero-IF
XEMICS | XE1203 | 14 33 +5 | BICMOS| 2.4- 868/900 200us/850u40.2uA 153.2 | FSK
3.6 Zero-IF
Philips UAA3559| 40 33 +4 | QUBIC | 2.7- 2400 | 160us/60uA? 1000 GFSK, FH
(Bluetooth)(Transc) CMOS | 34 Low IF
TI BRF6100| 37 25 +4 | 0.13 1.7- 2400 | ? /30uA 1000 GFSK, FH
(Bluetooth)(module) CMOS | 3.6 ? - Digital
RF
Motorola | MC13192| 35 30 0 CMOS | 2.0- 2400 | 150us/1mA 18.5ms/3uA| 250 0-QPSK,
(IEEE 3.6 500us/40uA23.5msk 1u4 DSSS
802.15.4) Low-IF
Philips Not yet| 40 40 0 RF 2.4- 2400 | /20uA - 250 0-QPSK,
(IEEE released | (MAC | (MAC CMOS18| 3.6 DSSS
802.15.4) incl) incl) Low-IF
Cypress | CYWUS | 58 62 0 0.25 2.7- 2400 | 300us/3mA 0.8ms/2uA | 62.5 GFSK
B6932 CMOS | 3.6 DSSS
Low-IF

Continued on next page
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Vendor | Model RX TX Pout| IC tech- | Voltagel Freq. | Quick Slow Data Modulation
Ref. power | power | dBm| nology | (V) (MHz) | startup startup rate type, Re-
(mwW) | (mW) standby power (Kbits/s)| ceiver
down arch.
RFMD RF2958 | 52 68 +3 | BICMOS| 2.7- 2400 11000 | CCK
(WiFi) RF3002 | ? ? - SiGe 3.6 Superheter
Agere WL1141 | 150 250 +15 | BICMOS| 3.0- 2400 | /9mA /AmA 11000 | CCK
(WiFi) 3.6 Zero-IF
Nordic nRF2401 | 18 13 0 0.18 1.9- 2400 | 200us/12uA3 ms/1uA | 1000 GFSK
CMOS | 3.6 Low IF
Chipcon | CC2400 | 23 19 0 0.18 1.6- 2400 | 100us 1ms/1.5uA| 10,250, | (G)FSK
CMOS |20 /1.2mA 1000 Low IF
Nanotron| Nanonet | 17 50 +10 | 0.35 2.4- 2400 | 1lus - 2000 Chirp
BIC- 3.6 (Tx)/2uA ?
MOS 6us
(Rx)/2uA
RFWaves| RFW302 | 43 43 0 2.7- 2400 | 20us/6uA | - 3200 ASK, DSSS
3.6 Superheter
RFMD 350 500 +14 3.3 5000 54000 | OFDM
(802.11a) (system)(system)
Xtreme | Trinity 60 60 0.18CMQOS3.3 3000- | ? ? 75000 | UWB
Spectrun | Chipset & SiGe 10000 (demonst)?

s21d0) paian02 ay} JO MBINIBAO "2'2
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Itis interesting to see thatl the current applications are using serial proces-
sors and try to emulate the parallel behavior by adoptinguarscheduling
schemes. Recent advancements in technology made avaiadlparallel
processors for embedded systems, and more than this, pdesgned for
driving the communication with a wireless transceiver. Xarple isXiNc
processor produced by Eleven Engineering (CA) that allaglgt ¢hreads of
executions and has an instruction set specially tailored¢donmunication
purposes.

e Sensors and actuators

The task of sensor networks is to perform some sort of semsiagtuating.
For this, the microcontroller is connected to some spemdlsensors (and
actuators) and if needed to specialized digital signalgssing processors.
The choice of sensors depends on the particular applicaftoere are large
number of technologies developed for sensing any parti¢eddure of the
surrounding environment. The results obtained in the fofrengpatial map
of sensed values make it possible to use lower quality cliessgresors to
perform the task. Table 2.2 presents also some of the seyyes tised
in various projects. The indication “extensible” refersite fact that spe-
cially designed sensor boards can be attached to the d&®liease refer to
Table 2.3 for some examples of sensor boards.

e Power source

The most critical parameter of a sensor node is the amoumtesfyg it can
spend during its lifetime. The power source of the node is thiuspecial
interest and a lot of attention has been dedicated to it. T&ia approach of
using some sort of a energy reservoir (e.g. a battery) caomdined with
techniques of environmental energy scavenging to provittsng lasting
power source. The big disadvantage with regular battesigirelative low
guantity of energy they can store in a given volume (zindased batteries
offer3780.J/cm?, lithium 2880./ /cm? and alkalinel 200.J/cm?). Recharge-
able batteries come as a second choice as the amount of @hegggan
store is even smaller and it is often impossible to have gsetwhich to
recharge them (lithium technology offet880.J/cm?, NiMHd 860.J/cm?
and NiCd560./cm?). Micro-batteries and micro fuel-cells come as ad-
ditional choices, but their technology needs major impnogets until it
would be usable.

As the advancements in the battery technology increase sttlinearly
with time (and thus it hardly can keep up with the semiconaduittdus-
try), the only choice to have additional available energthiem sensor node

44



1%

sw.ojre|d YI0MIBU 10SUSS :Z°Z a|qeL

Platform Processor RAM ROM Radio Actuators Sensors

Mica2 based Atmel ATMega 128L | 4kB 128kB | CC1000 extensible extensible

Micaz Atmel ATMega 128L | 4kB 128kB | CC1000 3 LEDs, speaker | extensible

BT-Nodes Atmel ATMega 128L | 4kB 128kB | ZV4002 4LEDs extensible

Ambient pico| TI MSP 430 2kB 60kB | CC1010 4 LEDs, LCD temperature, extensible

node

Telos TIMSP 430 10kB | 48kB | CC2420 3 LEDs humidity, temperature, light, 2

buttons
EYES Nedap TI MSP 430 2kB 60kB TR1001 2 LEDs, LCD, 5| Compass, 4 buttons, light, ac
ub. LEDs, Buzzer | celerometer

EYES IFX TI MSP 430 10kB 48kB Infineon 4 LEDs 1 button, light, temperature
TDA5250

Particle Com-| PIC 18F6720 4kB, 128kB | — — —

munication 1kB

Particle Sensor | PIC 18F452 1.5kB, | 32kB | — 2 LEDs, speaker| temperature, light, accelerome

256B LCD ter, microphone

Sensicast STAR — — — IEEE — temperature, humidity

100, RTD, EMS 802.15.4

Sensoria WINS| PXA 255, TMS| 64MB | 32 MB | 802.11 — GPS

3.0 320VC5502

Cricket Atmel ATMega 128L | 4kB 128kB | CC1000 3 LEDs ultrasound

PushPin Cygnal C8051F016 | 2kB 32kB Infrared — extensible

Soapbox PIC 16LF877 — — TR 1001 — accelerometer, light, magneti

temperature

Microstain, — — — IEEE — —

MillenialNet 802.15.4

Piconodes Strong ARM 1100, 4MB 4MB — — temperature, humidity, light

Xilinx XC4020XLA

sound, acceleration, magnetic
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is to use energy scavenging techniques from the environm@alutions
for power distribution as electromagnetic power distiidm{ RFID like de-
vices), acoustic or laser based are highly inefficient andire most often
direct line of sight so are not preferred in the ad-hoc depleyt scenarios.

On the other hand, energy scavenging offers promisingteeslihe most
used devices are the solar cells. They can be used to rechasmndary
battery or directly power the sensor node. It should be keptind that the
amount of energy available varies betwd@m1V/cm? in direct sunlight
and100xW/em? in an office setting on the surface of a desk while the so-
lar cells exhibit efficiencies between 10-20% dependinghantéchnology
used.

Converting vibrations into electrical energy using pideotric power con-
verters is a growing area of interest. It is attractive dught fact that
this sort of energy can be scavenged in almost any type ofamwient
(the harsher, the better). Prototypes have already bedrthmati prove the
technology works [36]. Additional electrical energy can di#ained by
exploiting temperature gradients (see for example theymtsdof Applied
Digital Solutions), wind or air flow and even human power goielectric
devices hidden in the shoes for example). However, the usiahese “ex-
otic” sources is conditioned by the specific applicationa/fich they can
be deployed and their availability in the form of off-theefficomponents.

Recent research has revealed nuclear power as possiblee safupower
for wireless sensor network. While certainly a little bigfitening topic at
the first view, it should be known that the isotopes used irettteal pro-
totypes penetrate no more than 25 micrometers in most satidgiquids,
so in a battery they could be safely contained by a simpldiplpackage
(most smoke detectors and some emergency exit signs alceadyin ra-
dioactive material). The huge amount of energy these dsvaa produce
is shown by the next figures: the energy density measured liiwatt-
hours/milligram is 0.3 for a lithium-ion battery, 3 for a rhanol based fuel
cell, 850 for a tritium based nuclear battery and 57.000 feolanium-210
nuclear battery. The current efficiency of a nuclear baiteayound 4% and
current research projects (e.g. as part of the a new Defedganged Re-
search Project Agency program called Radiolsotope Miawgy Sources)
aim at 20%. To make a little more sense out of these figuresexam-
ple, with 10 milligrams of polonium-210 (contained in abdutubic mil-
limeter) a nuclear battery could produce 50 milliwatts afottic power for
more than four months. With this level of power, it would begible to run
a microcontroller and a handful of sensors (for instancesfaironmental
control) for all those months.
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Model | Characteristics
MTS101 precision thermistor, light sensor, and general prototypi
area

MTS300 supports a variety of sensor modalities for the MICA and
MTS310 MICA2

MDAS500 sensor and data acquisition board provides a flexi-
ble user-interface for connecting external signals to the
MICA2DOT mote

MTS400 supports environmental monitoring for the MICA2 with
MTS420 built-in sensors and an optional GPS

MDA300 supports data acquisition and environmental monitoring fo
the MICA2

MTS510 light, accelerometer, microphone sensor board for
MICA2DOT

MEP401 light, photo-active light, humidity, barometric pressure
and temperature module with built-in MICA2

MEP500 sealed temperature and humidity module with built-in
MICA2DOT

Table 2.3: Sensor boards provided by CrossBow Technolagy In

2.2.2 Wireless communication

In most of the envisioned scenarios, the sensor nodes needimunicate to
each other in an ad-hoc fashion, without the help of any eaténfrastructure.
Moreover, the communication technology must be robustieseall and must
efficiently use the limited energy of the device. Howeverfaono single tech-
nology has established itself in the field: many current l8® communication
technologies lack robustness, consume too much energyoireean infrastruc-
ture to be viable candidates.

Several wireless communication systems have been dewvkdopkare in use at
the moment. Let us take a look at the ones that could corespitgsible candidates
for wireless sensor networks:

e Bluetooth

Bluetooth is a very popular standard nowadays that alloweaatic setup
and configuration of a short range ad-hoc network. Almoshallportable
devices on the market have Bluetooth capability incorpatathis making
it an attractive choice from the point of view of standartiza and avail-
ability of ready to use hardware and software. Bluetootbvas! networks
of up to eight devices separated by distances up to ten meidrs total
bandwidth of1Mbps. Unfortunately, there are several disadvantages that
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make it unusable in the wireless sensor networks applicstitirst of all,
the piconet concepbn which it is built. If more than eight devices need to
be connected, then nodes must be placed in park mode. Albtnencini-
cation involves the master nodes so direct slave to slavemomntation is
not possible (substantial overhead can solve this problérgecond dis-
advantage is the concept s€atternet Even if nodes can be in more than
one piconet at a time, they can be active only in one of themotiier
disadvantage is related to the connection establishmantakes several
seconds to complete - which is not suited for applicationslinng mov-
ing nodes. Additionally, when taking in consideration tineoaint of power
needed§0mI when active based on Ericsson PBA31301/2) and the high
computation resources asked (it demands multithreadinigogrment and
large amounts of memory) we can rule out Bluetooth as a fleasdiution

at least at this stage of its development.

o Wireless LAN

Wireless LAN (represented by both IEEE 802.11 set of statgland the
HiperLAN/2 competitor) represents an elegant and reliablation to con-
nect wireless devices to each other. The network is usuallysaround a
dedicated access point that takes care of many featureslinglquality of
service and power saving. Networks can be setup in ad-hooenas well
in the absence of a dedicated access point. The main drawbasig such
a technology for wireless sensor networks is the energyuwropton of the
device, problem that is hardly solved even for laptops andqral digital
assistants (PDAs). Still, wireless LAN can be part of a weisslsensor net-
work scenario where specially equipped nodes can act asgpggdetween
the sensor network and the wireless LAN, becoming bridgésden the
distributed sensing tool and networks such as Internet.

e ZigBee

ZigBee is another approach to develop a standard for a samgerwireless
network. The effort incorporates physical and media accestol layers,
providing thus the developers with the lower layers of thetgeol stack.
The focus of the standard is on low power and low cost at theresg
of data rates (the achieval®80Kbps is anyhow enough for most of the
command and control applications). The standard is quite ag the final
specifications have been released in December 2004. Clyrrns not
deployed at a large scale.

¢ Ultra wide band
Ultra wide band is a wireless technology that aims at achgeextremely

48



2.2. Overview of the covered topics

large bandwidths for short distances between deviceseh as basic idea
the spread spectrum modulation technique, allowing vellsimounts of
energy to be spread across a large spectrum (sevéra). Ultra wide band
technology comes at the expense of complex modulation amadiglation
hardware and limited transmission power (thus limitedadise between ter-
minals). A secondary advantage of this technology with eesp sensor
networks is the tight time synchronization between tertsiredlowing very
precise distance measurements. The technology is sténaelelopment,
at the moment of writing this thesis, no off-the-shelf imeggd circuits are
available (with the exception of few very expensive cumbers develop-
ment kits).

¢ Radio frequency identifiers (RFID)

RFID technology is used in tagging, identifying and trackindividual ob-
jects on the whole path from the manufacturing for to the esel.uEach
object is equipped with a tag that stores unique informatiime tags can
be read and their information matched with a database irr todecess the
full description of a particular item. The RFID technologgsithought as a
passive technology: the tags have no batteries, they jllsttenergy from
the reader and send back their information (limiting in thigs/ the distance
between the reader and the tags). New advancement in theotegl al-
lowed the development of enhanced tags (active RFID) whaoseibn fills
the gap between the RFID traditional field and wireless senstworks
field.

All of these technologies are designed to overcome the hegheets of unrelia-
bility associated with wireless links. There are a numbexaoitradictory require-
ments for a wireless network to work. The various alreadyppsed solutions
select different trade-offs between them. For examplendoeiase the reliability
of a link, one should try to maximize the signal to noise raliache chosen solu-
tion is to increase the power at the emitter, the possibigtteaf a link increases
causing more interference for the other members of a lagfelilited network.
On the other hand, energy is a hard constraint, so one shyuiol tninimize the
transmitted power at each terminal (it has been proved th#ithap communica-
tion is more efficient than large distance, single hop comuaiion). This action
increases the number of errors introduced by the wirelaks At the same time,
additional energy will be spent on redundancy, retrandoriss etc. so a certain
equilibrium point needs to be found (or decided upon).
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2.2.3 Data handling

We focused our research mainly on the needs of the lowerdayfehe pro-
tocol stack in wireless sensor networks. But as it was sodicewin this field
of research, the main application in the form of data caltecand dissemination
cannot be ignored at this low level. More than this, the méfstient protocols
should consider from the beginning the targeted data traificeptable delay, pos-
sible operations of data pre-processing and data aggoegadtta generation and
traffic patterns, etc. In this section we will address theessfdata handlingin
general and give a brief description of the problems thaeari

As we stated before, the initial and main application of leise sensor net-
works was data collection and dissemination. Having a largaber of sensors
collecting data and sending it to the collection pointsesithe problem of scala-
bility: the capacity of the network can easily become insidfit for the amounts
of generated data. For wireless sensor networks, datantliisaton is embedded
and studied together with the routing protocols.

In the basic scenario including all the surveillance agtians, some param-
eters of the environment need to be monitored and alarms Ipeusiggered if
they go out of their normal scope. The availability of allalatakes hardly any
sense. The concept tfe network is the toatomes into play. The network must
collect andpre-processhe data, reporting only the most important events. The
communication load is tremendously diminished and thétife of the network is
extended. A first example of such a mechanism was Directdddiah [18] that
adapted the routing and media access control protocol togbds of the data traf-
fic pattern. Although this was one of the first dedicated irdtsyl set of protocols
for wireless sensor networks, various other mechanisms begn studied.

The next step is specifying the thresholds for the alarmse st simple
queries feport if temperature is larger than a valyean become more complex,
by combination of different rules and end up in the typicadtedict query (e.g.
does anyone see the pink elephant in the area (0,0,100 1QT5P Queries can
suffer transformations while they travel the network andougs specified condi-
tions are met [3]. The mechanism for efficient query dissatimm can be seen as
a second stage of complexity and evolution of the data dissgion algorithms.

The last step of complexity of this class of algorithms relgehe sensor net-
work as a distributed database [4, 38, 34]. This scenarithf@sapplication do-
mains of environmental monitoring where the scientistsiaterested in subsets
of data, depending on the evolution of the observed phenomelechanisms
for efficient distribution of queries [24] and availabilibf data streamdor the
end user have been developed (an example being the TinyDibatm [25]).

It is interesting to notice that in the large majority of sensetwork scenarios
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the efficient retrieval of data is also the main applicatibrih@ network. This
means that usually what is understoodryting mechanismontains the routing
protocol, the query dissemination, the data retrieval aygregation and also a
small application(as a set of a few conditions put on top of the data retrieval).
This justifies the large interest allocated to the routinghamisms and the huge
amount of research papers and journals dealing with this.top

2.2.4 Timing and localization

Data collected by a large number of sensor randomly depliwyte environ-
ment has usually no meaning if it is not stamped with the iocadf the sensor
and the time of collection. Thus, these two basic buildingKscare required by
virtually any application for wireless sensor networks.

The timing and synchronizatioprotocols are not only needed for stamping
data with the time of acquisition. A sense of time is needecerooless in all the
building blocks of the protocol stack of a sensor networke fiedia access con-
trol can be based on a time division multiple access schefrjef4an make use
of a accurate timer to know when to listen or talk on the chéjdt. Localization
techniques need timers in order to estimate distanceslfg the time difference
of arrival technique), routing protocols need time to knohew to update rout-
ing tables or which messages to ignore, data disseminatidrata fusion need
timing information to know how to handle queries and datesstrs, etc.

Timing issues in a distributed environment have been stltiea long time
[19, 39]. Precise global time is a luxury that usually is nibbable in wireless
sensor networks. The reduced amounts of resources readéranal protocols
[20, 33] useless in all the application scenarios. New dgeigorithms that give
acceptable resolutions have been developed [35]. Theylu$weave to achieve
a common notion of time across the network facing problensk ss the imper-
fections of the hardware clocks used, dynamic topology efitwork leading to
messages arriving in wrong order, communication failueés,

Localization protocolsllow the sensor nodes to get information about their
placement in space. Finding the position of objects hasyawaen a subject of
interest, starting even with ancestral times - for exantpaiavigation of ships by
sea. Traditionally, localization is linked with time measment. The development
during thel8th century ofportable clockgthe Harrison clocks) made navigation
at sea way easier by solving tlmgitude problemAt that moment, the precision
of clocks was measured in degrees of longitude rather thzonss.

Nowadays localization is still closely related to clock®chlization schemes
using range measurements compute the time it takes a s@iralvel from one
place to another (e.g. the Global Positioning System coatderist without ac-
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curate notion of time, distances are very often estimatewh fihe time of flight
of sound/radio signal, etc.). Localization in sensor neksds a very important
problem to be solved; the availability of position infornoet allows a series of
efficientlocation-aware protocol$o be developed (e.g. geographic routing [47]).

We have dedicated a special chapter to localization prtgpso, for a detailed
state of the art of existing work in the field, please refer twmfter 5. A nice
classification of existing localization protocols is pnetssl in [29].

What can be pointed out here is that a large number of protstiipve already
been built and deployed. Unfortunately, the number of teeoal algorithms sus-
taining these prototypes is quite limited, many of them bdiased on simulation
results. The approach can still be considered valid as a auonfimportant ob-
servations have been made and build the starting hypotfarsibe algorithms
currently under study.

2.2.5 Other bits and pieces

Wireless sensor networks raise a large number of problemhsbithe same
time a lot of interesting challenges. It would be simpligbaeduce a vast field
only to the problems described in the previous sections. @Vsider that the
issues described in this chapter are the main building klo€lany general appli-
cation involving wireless sensor networks. The curreréaesh must converge to
general accepted robust solutions to all of the previouklpros. On top of those,
a number of beautiful problems could be discussed and stdthen feasibility
point of view.

In the following we will point out some other related problethat caught the
attention of the research community. The large majorityheft assumes one or
more of the previous issues solved already.

e System software

The system software running inside the sensor nodes mustdlé simple
and robust. It has to provide the basic functionality nedaesoftware de-
velopers and specific features for the protocols runnindiembdes. Just a
general purpose operating system will not suffice, it makiegs more dif-
ficult instead of simplifying them (see Chapter 4 for a dethillescriptions
and state of the art of operating systems for sensor netjvérkese consid-
erations have lead to the appearance of operating systarhasurinyOS
[30] and AmbientRT [17].

e Simulators and emulators
Development and testing of distributed protocols on adtaedware is hardly

52



2.3.Conclusions

possible from a practical point of view. Emulators of theuatthardware

and simulators that connect the virtual devices in a netlwaxle been under
continuous development. Dedicated network simulatork sgsms2 [40] as
well as adapted ones (Omnet++ and the frameworks for weakessor net-
works [11, 16]) or the specially designed ones (e.g. theDselated tools
[30]) are now in use. Attention should be paid to the unréalsssump-

tions on top of which the protocols are developed and to softvbugs.

The results obtained from such tools should be used only i@sugee and

should be backed up by theory and tested afterward in peaicticlaim that

a (possible) correct algorithm has been developed.

e Security and privacy aspects

Sensor networks raise difficult problems at the level of sgcand pri-
vacy. Unfortunately, existing research from other fields bardly apply
and completely new approaches must be made. An interestsgyidtion
could be the following: imagine the analogy between a wigkensor net-
work and a medieval castle. Traditional approaches wouttidequivalent
of building strong walls and motes around the castle anddlelesy as long
as possible its fall. Wouldn't it be more interesting to hareactive de-
fense, where the walls still exist but are thinner and a reachechanism
exists (in our analogy, archers and trebuchets must beglat¢he walls
to defend it, a strong cavalry must also be present, meansrtihg nearby
friendly forces, etc.). From the sensor network point ofwyi¢his story
translates to automatic mechanisms that identify andtsale malicious
nodes, and means of alerting the human operator about Hukafts a start
point the work presented in [31, 22] could be consulted.

e Other research problems

Many more things can be imagined. For example (and in noquéati or-
der): automatic calibration of the sensors [43, 6], systetegrity [26], in
network data processing [23, 8], coordinated actuatioagg@mming ab-
stractions for querying [9], topology control [7, 44], efthe list of inter-
esting unsolved problems can be extended even further, rietiqal de-
ployments being an endless source of inspiration.

2.3 Conclusions

In this section we have presented a general state of thethet odsearch being
done in the field of sensor networks. This overview is notmesitee by any means,
it just points out the main contributions and advances, agldights some of the
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most important theories in the various domains that comethay when it comes
to sensor networks.

As a general remark, we can say that at this moment a huge ambwork
is based on simulatiorenly. A large number of algorithms have been developed
just on top of the simulators and it has already been the baséhte discovery of
a bug in the simulators raised question marks about manyitidges. This is, for
example, the case in [46] where the authors have shown taamgblementation
of Random Way Point Movement in one of the most important satous [40]
contains a bug that makes the simulation of a dynamic netslokkly converge
to the the simulation of a static network (it is a pity thatesl papers in the same
Mobicom 2003 conference had results based exclusivelyairstmulation tool).

Another issue is that a lot of theory is developed on towinfely believed to
be trueworking hypothesis that are false in practice. An examptbdsseries of
articles entitledrop five myths about the energy consumption of wireless commu
nication[28, 27] that give a more accurate model of the energy mod#iefeal
radio transceivers.

The end point of this argument is that sensor networks hage bpproached
from a practical point of view rather than theoretical. Astmoment we can say
thatthere is hardly any theorywhen comparing the number of research papers
that have a strong theoretical foundation to the ones basedpirical results or,
even worst, on simulations. The main reason for this is ttevaitability of cheap
hardware and of mature software tools for programming it.

This situation started to change lately. Various hardwaie software plat-
forms are already available; open source system softwaheegiTinyOS has been
developed is in a stable form and sustained by a huge comyminitevelopers,
etc. A large number of research projects with participafiom both academia
and industry are currently running and business journaisider wireless sensor
networks as “the next big thing” [42].

From the research point of view, there is a slight shiftingaads creating gen-
erally accepted theories of wireless sensor networks gortiveoretically correct
and shown to be built on realistic assumptions (showingahpbtocol is working
on several prototypes is seen as a big step further from atiook). The appear-
ance of a set of standards will draw more attention and stifyoon the industry
side and push the field even further.
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Chapter 3

Data-centric architecture

This chapter presents an overview of the existing architestfor
wireless sensor networks and introduces the concept ofcgsiizic
architecture. The new architecture will be presented iaitlahd we
will analyze the way in which it can remove some of the disadva
tages of the already existing frameworks and what additiower-
head is required.

The vision of ubiquitous computing requires the developnoélevices and
technologies that can be pervasive without being intrusive basic component
of such a smart environment will be a small node with sensimbveireless com-
munications capabilities, able to organize itself flexibijo a network for data
collection and delivery. Building such a sensor networksprégs many significant
challenges, especially at the architectural, protocal,@rerating system level.

Although sensor nodes might be equipped with a power sup@gergy scav-
enging means and an embedded processor that makes theraraatemand self-
aware, their functionality and capabilities will be vemnlted. Therefore, collabo-
ration between nodes is essential to deliver smart serincsibiquitous setting.
New algorithms for networking and distributed collabavatineed to be devel-
oped. These algorithms will be key for building self-organg and collaborative
sensor networks that show emergent behavior and can operatehallenging
environment where nodes move, fail, and energy is a scasoeiree.

The question that rises is how to organize the internal so#vand hardware
components in a manner that will allow them to work properig be able to adapt
dynamically to new environments, requirements and apdica. At the same
time the solution should be general enough to be suited faraasy applications
as possible. Architecture definition also includes, at igbér level, a global view
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of the whole network. The topology, placement of base gtatibeacons, etc. is
also of interest.

In this chapter we will present and analyze some of the cheniatics of the
architectures for wireless sensor networks. Then, we wilppse a new data-flow
based architecture that allows, as a new feature, the dgnaodnfiguration of
the sensor nodes software at run time.

Figure 3.1: EYES sensor node [23]

3.1 Sensor node architecture

Current existing technology already allows integratiorfusictionality for in-
formation gathering, processing and communication in lat figickaging or even
in a single chip (e.g. Figure 3.1 presents the EYES sensar [#8]). The four
basic blocks needed to construct a sensor node are (see Big)r

[ Sensor platform ]——

[ Processing unit Power source

Communication interfa

§

Figure 3.2: Sensor node components
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e Sensor platform

The sensors are the interfaces to the real world. They ¢dhemecessary
information and have to be monitored by the central proogsshit. The

platforms may be built in a modular way such that a varietyeofs®rs can be
used in the same network. The utilization of a very wide rasiggensors
(monitoring characteristics of the environment such astJigemperature,
air pollution, pressure, etc.) is envisioned. The sensimifyeaan also be
extended to contain one or more actuation units (e.g. totheaode the
possibility to re-position itself).

e Processing unit

The processing unit is the central intelligence of the sensde. It will not
only collect the information detected by the sensor but al8b be used in
the communication with the network. The level of intelligerin the sensor
node will strongly depend on the type of information thatashgred by its
sensors and by the way in which the network operates. Thedém®rma-
tion will be pre-processed to reduce the amount of data toapsinitted via
the wireless interface. The processing unit will also havexecute some
networking protocols in order to forward the results of taesing operation
through the network to the requesting user.

e Communication interface

The communication interface is the link of each node to thessenet-
work itself. The focus relies on a wireless communicatiof,lin particular
on the radio communication, although visible or infrareghti ultrasound,
etc. means of communications have already been used [8]uJdtkradio
transceivers can usually function in simplex mode only, ead be com-
pletely turned off, in order to save energy.

e Power source

Due to the application areas of the sensor networks, autgi®an impor-

tant issue. Sensor nodes are usually equipped with a poygetysin the

form of one or more batteries. Current studies focus on rieduiie en-
ergy consumption by using low power hardware componentadudnced
networking and data management algorithms. The usage bf euergy
scavenging techniques for sensor nodes might make posésitilee sensor
nodes to be self-powered. No matter which form of power smiswsed,
energy is still a scarce resource and a series of trade-dffeavemployed
during the design phase to minimize its usage.
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Sensor networks will be heterogeneous from the point of \déwhe types
of nodes deployed. Moreover, whether or not a any specifis@emode can
be considered as being part of the network only depends ondtrect usage
and participation in the sensor network suite of protocald aot on the node’s
specific way of implementing software or hardware. An iriteitlescription given
in [13] envisions a sea of sensor nodes, some of them beingerarid some of
them being static, occasionally containing tiny isles datieely resource-rich
devices. Some nodes in the system may execute autonomeuslf¢rming the
backbone of the network by executing network and systemicgsyvcontrolling
various information retrieval and dissemination funcsipetc.), while others will
have less functionality (e.g. just gathering data and etpif to a more powerful
node).

Thus, from the sensor node architecture point of view we ¢stimduish be-
tween several kinds of sensor nodes. A simple yet sufficietihhé majority of
the cases approach would be to have two kind of notiggh-end sensor nodes
(nodes that have plenty of resources or superior capaiilithe best candidate
for such a node would probably be a fully equipped PDA deviceven a laptop)
andlow-end nodegnodes that have only the basic functionality of the systath a
have very limited processing capabilities).

The architecture of a sensor node consists of two main coergendefining
the needed functionality and how to join various elementftm a coherent
sensor node. In other words, sensor node architecture ndedingng the exact
way in which the selected hardware and software componemtsect to each
other, how they communicate and how they interact with thereéprocessing
unit, etc.

A large variety of sensor node architectures have beenuyuth this moment.
As a general design rule, all of them have targeted the fatiguhree objectives:
energy efficiency, small size and low cost. Energy efficiedady far the mostim-
portant design constraint because energy consumptiomdem the lifetime of
the sensor nodes. As the typical scenario of sensor netwlepdeyment assumes
that the power supplies of nodes will be limited and not regéable, a series of
trade-offs need to be made to decrease the amount of consemeegly. Small
size of the nodes leads to the ability of deploying lots ofithte study a certain
phenomenon. The ideal size is suggested by the name of ohe fifdt research
projects in the area: Smart Dust [25]. Very cheap sensorswilElead to rapid
deployment of such networks and large scale usage.
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3.2 Wireless sensor network architectures

A sensor network is a very powerful tool when compared to glsisensing
device. It consists of a large number of nodes, equipped avitariety of sen-
sors that are able to monitor different characteristics pfi@nomenon. A dense
network of such small devices, will give the researcher hygootunity to have a
spatial view over the phenomenon and, at the same time, lipratuce results
based on a combination of various sorts of sensed data.

Each sensor node will have two basic operation modes: lindtton phase
and operation phase. But, the network as a whole will fundtica smooth way,
with the majority of the nodes in the operation mode and orsulaset of nodes
in the initialization phase. The two modes of operation F& $ensor nodes have
the following characteristics:

e [nitialization mode

A node can be considered in initialization mode if it triesrtegrate itself
in the network and is not performing its routine function. éde can be
in initialization mode for example at power on or when it a¢$ea change
in the environment and needs to configure itself. Duringah#ation, the
node can pass through different phases such as detectmgjgtsbors and
the network topology, synchronizing with its neighborgedmining its own
position or even performing configuration operations orois hardware
and software. At a higher abstraction level, a node can bsidered in
initialization mode if it tries to determine which servica® already present
in the network, which services it needs to provide or can use.

e Operation mode

After the initialization phase the node enters a stablesthe regular op-
eration state. It will function based on the conditions dmiaed in the

initialization phase. The node can exit the operation modipass through
an initialization mode if either the physical conditionsuand it or the con-
ditions related to the network or to itself have changed. dperation mode
is characterized by small bursts of node activity (such asling sensors
values, performing computations or participating in nekirng protocols)

and periods spent in an energy-saving low power mode.

3.2.1 Protocol stack approach

A first approach to building a wireless sensor network wiltbese a layered
protocol stack as a starting point, as in the case of tragiticomputer network.
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Application layer

Transport layer

aue|d Juswabeuew yse |

Network layer

aue|d juswabeuew Ao

aue|d Juswabeuew Jamod

Data link layer

Physical layer

Figure 3.3: Protocol stack representation of the architedtl]

In the following we will give a description of the main buifdj blocks needed
to setup a sensor network. The description will follow thd @8del. This should
not imply that this is the right structure for these netwotkst should be rather
taken as a reference point:

e Physical layer

The physical layer is responsible for the management of iheegs inter-
face. For a given communication task, it defines a series afadheristics
as: operating frequency, modulation type, data codingriate between
hardware/software, etc.

The large majority of already built sensor networks prgpetyand most of
the envisioned application scenarios assume the use oi@tradsceiver
as the means for communication. The unlicensed indussa#ntific and
medical band (ISM) is preferred because it is a free bandydedifor short
range devices using low power radios and requiring low taasmission
rates. The modulation scheme used is another importanteseato decide
upon. Complex modulation schemes might not be preferredusecthey
require important resources (in the form of energy, memooynputation
power).

In the future, the advancements of the integrating cirdeittinology (e.g.
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ASIC, FPGA) will allow the use of modulation techniques swashultra-
wide band (UWB) or impulse radio (IR), while if the sensor Bad built

using off-the-shelf components the choice comes down méinéchemes
such as amplitude shift keying (ASK) or frequency shift keyi(FSK).

Based on the modulation type and on the hardware used, dispdta en-
coding scheme will be chosen to assure both the synchramizegquired
by the hardware component and a first level of error corractid the same
time, the data frame will also include some carefully chosetial bytes

needed for the conditioning of the receiver circuitry amat&lrecovery.

It is worth mentioning that the minimum output power reqdite transmit
a radio signal over a certain distance is directly propoeido the distance
raised to a power between two and four (the coefficient dependhe type
of the antenna used and its placement relative to the granehaipr-outdoor
deployment, etc.). In these conditions, it is more efficientransmit a
signal using a multihop network composed of short rangeosadither than
using a (power consuming) long range link [1].

The communication subsystem usually needs a controllearduiey to cre-
ate the abstraction for the other layers in the protocokstae are referring
to the device hardware characteristics and the strict imaéguirements). If
a simple transceiver is used, some of these capabilitiés@dld to be pro-
vided by the main processing unit of the sensor node (thisrequire a
substantial amount of resources for exact timing execsyoichronization,
cross-layer distribution of the received data, etc.). The af more ad-
vanced specialized communication controllers is not prefeas they will
hide important low-level details of information.

Data link layer

The data link layer is responsible for managing most of thmrmaonication
tasks within one hop (both point-to-point and multicastimgnmunication
patterns). The main research issues here are the mediz accdo! proto-
cols (MAC), the error control strategies and the power corion control.

The media access control protocols make the communicaéitween sev-
eral devices over a shared channel possible by coordindimgending-
receiving actions function of time or frequency. Severedtsigies have al-
ready been studied and implemented for the mobile telephetworks and
for the mobile ad-hoc networks but unfortunately, none efhs directly
applicable. Still, ideas can be borrowed from the existiagdards and ap-
plications and new MAC protocols can be derived - this canrosgd by
the large number of new schemes that target specifically ttedesgs sensor
networks.
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As the radio component is probably the main energy consumeaéh sen-
sor node, the MAC protocol must be very efficient. To achiéig the pro-

tocol must, first of all, make use of the power down state oftthesceiver
(turn the radio off) as much as possible because the enerpguogtion

is negligible in this state. The most important problem cerfrem the

scheduling of the sleep, receive and transmit states. @hsitions between
these states also need to be taken into account as they ceesamy and
sometimes take large time intervals. Message collisionsthearing and
idle listening are direct implications of the schedulingdisnside the MAC

protocol which, in addition, influences the bandwidth las¢ do the control
packet overheads.

A second function of the data link layer is to perform erronitol of the
received data packets. The existent techniques includeretic repeat-
request (ARQ) and forward error correction codes (FEC). dtn@ice of
a specific technique comes down to the trade-off betweenrtbayg con-
sumed to transmit redundant information over the channelthe energy
and high computation power needed at both the coder/desmbé.

Additional functions of the data-link layer are creatingdanaintaining a
list of the neighbor nodes (all nodes situated within theditransmission
range of the node in discussion); extracting and advegigie source and
destination as well as the data content of the overheardepgickupplying

information related to the amount of energy spent on trattsgj receiving,

coding and decoding the packets, the amount of errors @eleitte status
of the channel, etc.

e Network layer

The network layer is responsible for routing of the packesiie the sensor
network. It is one of the most studied topics in the area oéless sensor
networks and it received a lot of attention lately. The magsign constraint
for this layer is, as in all the previous cases, the energgieficy.

The main function of wireless sensor networks is to transfquests and
deliver sensed data from and to a base station. The concdptafentric
routing has been used to address this problem in an en€figieef man-
ner, minimizing the amount of traffic in the network. In daatric routing,
each node is assigned a specific task based on the interéktshdse sta-
tions. In the second phase of the algorithm, the collect¢a dareturned
to the requesting nodes. Interest dissemination can beidawe different
ways, depending on the expected amount of traffic and level/efits in
the sensor network: the base stations can broadcast thestite the whole
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network or the sensor nodes themselves can advertise #pabiities and
the base stations will subscribe to that.

Based on the previous considerations, the network layestsneebe opti-
mized mainly for two operations: spreading the user quégenerated at
one or more base stations) around the whole network and #igaving
the sensed data to the requesting node. Individual addgesteach sensor
node is not important in the majority of the applications.

Due to the high density of the sensor nodes, a lot of reduridéortnation
will be available inside the sensor network. Retrievinglai information
to a certain base station might easily exceed the availaidwidth, mak-
ing the sensor network unusable. The solution to this probtethe data
aggregation technique which requires each sensor nodspedhthe con-
tent of the packets it has to route and aggregate the codtaifmation,
reducing the high redundancy of the multiple sensed datés t€bhnique
was proved to substantially reduce the overall traffic an#erthe sensor
network behave as an instrument for analyzing data ratlaerjtst a trans-
port infrastructure for raw data [16].

Transport layer

This layer appears also from the need to connect the wirségsor network
to an external network such as the Internet in order to dissgmits data
readings to a larger community [21]. Usually the protoc@sded for such
interconnections require significant resources and thdynai be present
in all the sensor nodes. The envisioned scenario is to allemall sub-
set of nodes to behave as gateways between the sensor nefitbdome
external networks. These nodes will be equipped with sopegsources
and computation capabilities and will be able to run the epdqatotocols to
interconnect the networks.

Application layer

The application layer usually links the user’s applicasiavith the under-
lying layers in the protocol stack. Sensor networks aregiesi to fulfill

one single application scenario for each particular cabe.vilhole protocol
stack is designed for a special application and the wholerarktis seen
as an instrument. These make the application layer to behdittd along
the whole protocol stack, and not appear explicitly. Sfdl, the sake of
classification we can consider an explicit application tapat could have
one of the following functionality [1]: sensor managemerdtpcol, task
management and data advertisement protocol and sensor guerdata
dissemination protocol.
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The main difference between the two kinds of networks is thatblocks
needed to build the sensor network usually span themsebezswwltiple layers,
while depending on each-others. This characteristic of@enetworks comes
from the fact that they have to provide functionality thahat present in tradi-
tional networks. Figure 3.4 presents an approximate mapgiithe main blocks
onto the traditional OSI protocol layers [13].

The authors of [1] propose an architecture based on the fidday&rs to-
gether with three management planes that go throughouthb&wrotocol stack
(see Figure 3.3). A brief description of the layers includad be: the physi-
cal layer addresses mainly the hardware details of the @gsetommunication
mechanism: the modulation type, the transmission andwiecgeiechniques, etc.
The data link layer is concerned with the Media Access Co&C) protocol
that manages communication over the noisy shared chanoeting the data be-
tween the nodes is managed by the network layer, while tinspiat layer helps
to maintain the data flow. Finally, the application layer t@ins (very often) only
one single user application.

In addition to the five network layers, the three managemkamgs have the
following functionality: the power management plane caoates the energy con-
sumption inside the sensor node. It can, for example, basetthe available
amount of energy, allow the node to take part in certain ibisted algorithms
or to control the amount of traffic it wants to forward. The nlitypmanagement
plane will manage all the information regarding the phyisimaghbors and their
movement patterns as well as its own moving pattern. Thentasiagement plane
coordinates sensing in a certain region based on the nunilmerdes and their
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Figure 3.5: EYES project architecture description

placement (in very densely deployed sensor networks, gmeight be saved by
turning certain sensors off to reduce the amount of redunidormation sensed).

3.2.2 EYES project approach

The approach taken in the EYES project [23] consists of omtykey system
abstraction layers: the sensor and networking layer andligigbuted services
layer (see Figure 3.5). Each layer provides services that lmeadynamically
specified and reconfigured.

e Sensors and networking layer This layer contains the sensor nodes (the
physical sensor and wireless transmission modules) andetveork pro-
tocols. Ad-hoc routing protocols allow messages to be foded through
multiple sensor nodes taking into account the mobility ofles and the
dynamic change of topology. Communication protocols mesebergy-
efficient since sensor nodes have very limited energy segpliTo pro-
vide more efficient dissemination of data, some sensors mageps data
streams, and provide replication and caching.

e Distributed services layer- This layer contains distributed services for
supporting mobile sensor applications. Distributed sserwicoordinate with

69



Chapter 3Data-centric architecture

each other to perform decentralized services. Theseluisdd servers may
be replicated for higher availability, efficiency and rotmess. We have
identified two major services. The look-up service supporibility, in-
stantiation, and reconfiguration. The information serdeals with aspects
of collecting data. This service allows vast quantities affadto be easily
and reliably accessed, manipulated, disseminated, anduaecustomized
fashion by applications.

On top of this architecture applications can be built ushigdensor network
and distributed services. Communication in a sensor nétigatata-centric since
the identity of the numerous sensor nodes is not importany, the sensed data
(together with the time and the location information) caunfThe three main
functions of the nodes within a sensor network are direeligted to this:

e Data discovery- Data will be collected using the several classes of sensors
employed in the network. Specialized sensors can moniimatic param-
eters (humidity, temperature, etc.), motion detectiosiovi sensors and so
on. A first step of data pre-processing can also be includédsrask.

o Data processing and aggregation This task is directly related to perform-
ing distributed computations on the sensed data and alsegefgg several
observations into a single one. The goal of this operatidimeseduction of
energy consumption. Data processing influences it by thetatthe trans-
mission of one (raw sensed) data packet is equivalent to megands of
computation cycles in the current architectures. Dataegggion keeps the
overall traffic low by inspecting the contents of the routedhets, and in
general, reducing the redundancy of the data in traffic bytiioimg several
similar packets into a single one.

e Data dissemination- This task includes the networking functionality com-
prising routing, multicasting, broadcasting, addressatg.

The existing network scenarios contain both static and leaizides. In some
cases, the static nodes can be considered to form a baclebtreenetwork and
are more likely to be preferred in certain distributed pcols. Both mobile and
static nodes will have to perform data dissemination, sgtia¢ocols should be
designed to be invariant to node mobility. The particuladiaaare capabilities of
each kind of sensor node will determine how the previousicdbed tasks will
be mapped onto them (in principle all the nodes could prouiti¢he previous
functionality). During the initialization phase of the na&trk, the functionality
of every node will be decided based on both the hardware amatigns and the
particular environmental conditions.
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For a large sensor network to be able to function correcttierad architec-
ture is needed [10]. This means that nodes will have to orgahiemselves into
clusters based on certain conditions. The nodes in eacteclvsl elect a leader
- the best fitted node to perform coordination inside thetelughis can be for
example the node with the highest amount of energy, or the hading the most
advanced hardware architecture, or just a random node) cllister leader will
be responsible for scheduling the node operations, magdbaresources and
the cluster structure and maintaining communication withdther clusters.

We can talk about several types of clusters that can coexgssingle network:

e Geographical clustering- The basic mode of organizing the sensor net-
work. The clusters are built based on the geographical pribxi Neigh-
boring nodes (nodes that are in transmission range of etd@Emavill orga-
nize themselves into groups. This operation can be handladompletely
distributed manner and it is a necessity for the networknoggzols to work
even when the network scales up.

¢ Information clustering - The sensor nodes can be grouped into information

clusters based on the services they can provide. This dlugtructure be-
longs to the distributed services layer and is built on tofhefgeographical
clustering. Nodes using this clustering scheme need narbeteheighbors
from the physical point of view.

e Security clustering- An even higher order hierarchy appears if security is
taken into consideration. Nodes can be grouped based artrilrti levels
or based on the actions they are allowed to perform or ressurey are
allowed to use in the network.

Besides offering increased capabilities to the sensorar&twlustering is con-
sidered one of the principal building blocks for the senssiwrks also from the
point of view of energy consumption. The overhead given leyehergy spent for
creating and organizing the sensor network is easily reeavim the long term
due to the reduced traffic it leads to.

3.2.3 Distributed services layer examples

This section focuses on the distributed services that ayeined to support
applications for wireless sensor networks. We discuss ¢hairements of the
foundation necessary to run these distributed serviceslascribe how various
research projects approach this problem area from a nuldtivfl perspectives. A
comparison of the projects is also carried out.
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One of the primary issues of concern in wireless sensor mksae to ensure
that every node in the network is able to utilize energy inghlyi efficient manner
S0 as to extend the total network lifetime to a maximum [1, 117], As such,
researchers have been looking at ways to minimize energyeusiaevery layer
of the network stack, starting from the physical layer rigptto the application
layer.

While there are a wide range of methods that can be employestitee en-
ergy consumption, architectures designed for distribatrdlices generally focus
on one primary area - how to reduce the amount of communitatiquired and
yet get the main job done without any significant negativeaotpy observing
and manipulating the data that flows through the network §5,19]. This leads
us to looking at the problem at hand frondata-centricperspective.

In conventional IP-style communication networks, suchrathe Internet for
instance, nodes are identified by their end-points and-imdée communication
is layered on an end-to-end delivery service that is pralidghin the network.
At the communication level, the main focus is to get conrgd¢tea particular
node within the network, thus the addresses of the source@@stihation nodes
are of paramount importance [20]. The predilsga that actually flows through
the network is irrelevant to IP.

Sensor networks however, have a fundamental differencepaad to the
conventional communication networks described above &g dneapplication-
specific networksThus instead of concentrating on which particular nodera ce
tain data message is originating from, a greater interestiti the data message
itself - what is the data in the data message and what can lewdtinit? This is
where the concept of a data-centric network architectuneesanto play.

As sensor nodes are envisioned to be deployed by the huraindgmtentially
even thousands [11], specific sensor nodes are not usuallyyahterest (unless
of course a particular sensor needs to have its softwarégéur a failure needs
to be corrected). This means that instead of a sensor netapmiication asking
for the temperature of a particular node with ID 0.3.1.5, igint pose a query
asking:What is the temperature in sector D of the forest?

Such a framewaork ensures that the acquired results are hotlependent on
a single sensor. Thus other nodes in sector D can respone tgury even if
the node with ID 0.3.1.5 dies. The outcome is not only a mobeisb network
but due to the high density of nodes [9], the user of the ndwsalso able to
obtain results of a higher fidelity (or resolution). Additally, as nodes within the
network are able to comprehend the meaning of the data gatsugh them, it
is possible for them to carry out application-specific pesieg within the network
thus resulting in the reduction of data that needs to bern#ted [14]. In-network
processing is particularly important as local computatsosignificantly cheaper
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than radio communication [22].

Let us take a look at three of the most well known schemesrgalith this
problem:

e Directed Diffusion

Directed Diffusion is one of the pioneering data-centriencounication
paradigms developed specifically for wireless sensor n&sd 6]. Diffu-
sion is based on a publish/subscribe APl where the detallswfpublished
data is delivered to subscribers is hidden from the dataymed (sources)
and publishers (sinks). The transmission and arrival ohesvfnterestor
datamessages) occur asynchronously. Interests describettetiare ex-
pressed using a list of attribute-value pairs as shownwello

I detect location of seagull
type = seagull

/I send back results every 20ms
interval = 20ms

/I for the next 15 seconds
duration = 15s

Il from sensors within rectangle
rect = [-100,100,200,400]

A node that receives a data message sends it to its Filter ARhvgubse-
quently performs a matching operation according to a listtofbutes and
their corresponding values. If a match is established batwie received
data message and the filter residing on the node, the diffusibstrate
passes the event to the appropriate application modules theuFilter API
is able to influence the data which propagates through th&omnketfrom
the source to the sink node as an application module may rpegome
application-specific processing on the received event,iemgay decide to
aggregate the data. For example, consider a scenario invenoremental
monitoring project where the user needs to be notified wheftight inten-
sity in a certain area goes beyond a specified threshold. &dehsity of
deployed nodes may be very high, it is likely that a large nenad sensors
would respond to an increase in light intensity simultarsipulnstead of
having every sensor relaying this notification to the usgermediate nodes
in the region could aggregate the readings from their n&ighg nodes and
return only the Boolean result thus greatly reducing the memof radio
transmissions.

Apart from aggregating data by simply suppressing dumicatssages,
application-specific filters can also take advantage of mhdata to decide
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how to relay data messages back towards the sink node anddatsato
cache in order to route future interest messages in a marhigent and
energy-saving manner. Filters also help save energy byiegdhat nodes
react appropriately to incoming events only if the attréootatching process
has proved to be successful.

Diffusion also supports a more complex form of in-networlkygation.
Filters allownested queriesuch that one sensor is able to trigger other sen-
sors in its vicinity if the attribute-value matching opéoatis successful. It
is not necessary for a user to directly query all the relesansors. Instead
the user only queries a certain sensor which in turn evdgtgakries the
other relevant sensors around it if certain conditions agé rin this case,
energy savings are obtained from two aspects. Firstlyesine user may
be geographically distant from the observed phenomenerertbrgy spent
transmitting data can be reduced drastically using a triggesensor. Sec-
ondly, if sampling the triggered (or secondary) sensor gores a lot more
energy than the triggering (initial) sensor, then energyscmption can be
reduced greatly by reducing the duty cycle of the secondamga to only
periods when certain conditions are met at the initial senso

e COUGAR

Building up on same concept, that processing data withinéteork would
result in significant energy savings, but deviating from libeary-based
lower level approach that is used by Directed Diffusion, @@UGAR
project [5, 6] envisions the sensor network as an extendiarconventional
database thus viewing it as a device database system. Isrittekesage of
the network more user-friendly by suggesting the use of b-legel declar-
ative language similar to SQL. Using a declarative languamggures that
gueries are formulated independent of the physical stre@od organiza-
tion of the sensor network.

Conventional database systems us@eehousingpproach [4] where every
sensor that gathers data from an environment subsequetgiysrthat data
back to a central site where this data is then logged for éupocessing.
While this framework is suitable for historical queries @amépshot queries,
it cannot be used to serviteng-runningqueries [4]. For instance, consider
the following query:

Retrieve the rainfall level for all sensors in sector A evéfyseconds
if it is greater than 60mm.

Using the warehousing approach, every sensor would redagatding back
to a central database every 30 seconds regardless of wlitgthar sector
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A or its rainfall level reading is greater than 60mm. Uponreieing all the
readings from the sensors, the database would then carth®uéquired
processing to extract all the relevant data. The primarplera in this ap-
proach is that excessive resources are consumed at eacheagdsensor
node as large amounts of raw data need to be transmittedgtintbe net-
work.

As the COUGAR approach is modeled around the concept of asgathe
system generally proceeds as follows. It accepts a queny tihe user, pro-
duces a query execution plan (which contains detaileduostms of how

exactly a query needs to be serviced), executes this plansidglae device
database system and produces the answer. The query optgaizerates a
number of query execution plans and selects the plan thatmzies a given

cost function. The cost function is based on two metrics, elgmesource
usage (expressed in Joules) and reaction time.

In this case, the COUGAR approach selects the most apptepyigery
execution plan which pushes the selection (rainfall lev€Omm) onto the
sensor nodes. Only the nodes that meet this condition semndréadings
back to the central node. Thus just like in Directed Diffusithe key idea
here is to transfer part of the processing to the nodes tHeessehich in
turn would reduce the amount of data that needs to be tratesinit

TinyDB

Following the steps of Directed Diffusion and the COUGAR|jpob, TinyDB
[19] also proclaims the use of some form of in-network preogs to in-
crease the efficiency of the network and thus improving ngkvitetime.
However, while TinyDB views the sensor network from the tate per-
spective just like COUGAR, it goes a step further by pushiaganly se-
lection operations to the sensor nodes but also basic agfgga@perations
that are common in databases, such as MIN, MAX, SUM, COUNT and
AVERAGE.

Figure 3.6 illustrates the obvious advantage that perfograuch in-network
aggregation operations have compared to transmittinggustiata. With-
out aggregation, every node in the network needs to transmhionly its

own reading but also those of all its children. This not ordyses a bot-
tleneck close to the root node but also results in unequawaoption of

energy, i.e. the closer a node is to the root node, the lafgenamber
of messages it needs to transmit which naturally resultsghdr energy
consumption. Thus nodes closer to the root node die eallasing nodes
closer to the root node can have disastrous consequencée oretivork
due to network partitioning. Using in-network aggregatimwever, every
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Figure 3.6: The effect of using in-network aggregation

intermediate node aggregates its own reading with thatsathtldren and
eventually transmits only one combined result.

Additionally, TinyDB has numerous other features such asroonica-
tion scheduling, hypothesis testing and acquisition qpeogessing which
makes it one of the most feature-rich distributed query @ssing frame-
works for wireless sensor networks at the moment.

TinyDB requires users to specify queries injected into thiessr network
using an SQL-like language. This language describes whatdgeds to be
collected and how it should be processed upon collectioh gopagates
through the network towards the sink node. The language lws&thyDB
varies from traditional SQL in the sense that the semantipparts queries
that are continuous and periodic. For example, a query iatd:

Return the temperature reading of all the sensors on Level the
building every five minutes over a period of ten hours”.

The period of time between every successive sample is knevam@poch
(in this example it is five minutes).

Just like in SQL, TinyDB queries follow the "SELECT - FROM - VBRE

- GROUPBY - HAVING” format which supportselection joining, pro-
jection, aggregationand grouping Just like in COUGAR, sensor data is
viewed as a single virtual table with one column per sengue.tyuples are
appended to the table at every epoch. Epochs also allow dairgruto be
scheduled such that power is minimized. For example, thewaig query
specifies that each sensor should report its own identifigtemperature
readings once every sixty seconds for a duration of thrediearseconds:

SELECT nodeid, temp
FROM sensors
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SAMPLE PERIOD 60s FOR 300s

The virtual table sensors is conceptually an unboundedijramus data
stream of values that contains one column for every atgilbmid one row
for every possible instant in time. The table is not actuattyred in any
device (meaning that it is not materialized), sensor no@e®iating only
the attributes and rows that are referenced in active quefigart from the

standard query shown above, TinyDB also supports evergelipseries and
lifetime queries [18]. Event-based queries reduce eneoggumption by
allowing nodes to remain dormant until some triggering ¢veuletected.
Lifetime queries are useful when users are not particulatgrested in the
specific rate of incoming readings but more on the requiffetirie of the

network. So the basic idea is to send out a query saying thabsesadings
are required for say sixty days. The nodes then decide one$ieplossible
rate at which readings can be sent given the specified netifetikne.

Queries are disseminated into the network via a routingrwmeted at the
base station that is formed as nodes forward the receivexy gqoether

nodes in the network. Every parent node can have multipld doides but
every child node can only have a single parent node. Everg atsib keeps
track of its distance from the root node in terms of the nundfenops.

This form of communication topology is commonly known asetimsed
routing.

Upon receiving a query, each node begins processing it. Aialpacqui-

sition operator at each node acquires readings from sensmesponding
to the fields or attributes referenced in the query. Simitathie concept
of nested queries in Directed Diffusion where sensors wittwasampling

cost are sampled first, TinyDB performs the ordering of samy@nd pred-
icates. Consider the following query as an example whereawishes to
obtain readings from an accelerometer and a magnetometédpd certain
conditions are met:

SELECT accel, mag

FROM sensors

WHERE accel> c1

AND mag> c2

SAMPLE INTERVAL 1s FOR 60s

Depending on the cost of sampling the accelerometer and dgm@tome-
ter sensors, the optimizer will first sample the cheapermetassee if its
condition is met. It will only proceed to the more costly sedsensor if
the first condition has been met.
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Next we describe how the sampled data is processed withindtles and
is subsequently propagated up the network towards the oatet.iConsider
the following query:

Report the average temperature of the fourth floor of theding every
30 seconds.

To service the above query, the query plan has three opsratatata ac-
quisition operator, a select operator that checks if thaeval floor equals
4 and the aggregate operator that computes the averagertgorpegrom
not only the current node but also its children located onfdleth floor.
Each sensor node applies the plan once per epoch and thdrdata pro-
duced at the root node is the answer to the query. The pactiapuatation
of averages is represented{@sim, count pairs, which are merged at each
intermediate node in the query plan to compute a runningageeas data
flows up the tree.

TinyDB uses aslottedscheduling protocol to collect data where parent and
child nodes receive and send (respectively) data in thebissed commu-
nication protocol. Each node is assumed to produce exactyr@sult per
epoch, which must be forwarded all the way to the base statevery
epoch is divided into a number of fixed-length intervals vihikcdependent
on the depth of the tree. The intervals are numbered in rev@der such
that interval 1 is the last interval in the epoch. Every nadéhe network
is assigned to a specific interval which correlates to itdfdepthe routing
tree. Thus for instance if a particular node is two hops awamfthe root
node, it is assigned the second interval. During its ownriae a node
performs the necessary computation, transmits its readltigges back to
sleep. In the interval preceding its own, a node sets itorami’listen”
mode collecting results from its child nodes. Thus data floprghe tree in
a staggered manner eventually reaching the root node duntexyal 1 as
shown in Figure 3.7.

In the following we do a comparison of the various projectsatibed above
and highlight some of their drawbacks. We also mention sotherowork in
the literature that has contributed further improvememtsoime of these existing
projects. Table 3.1 shows a list comparing some of the kdyifeg of the various
projects.

As mentioned earlier, Directed Diffusion was a pioneerirggct in the sense
that it introduced the fundamental concept of improvinguuek efficiency by
processing data within the sensor network. However, uli®GAR and TinyDB
it does not offer a particularly simple interface, flexiblanmning system, or any
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Figure 3.7: Communicating scheduling in TinyDB using theteld approach [17]

generic aggregation and join operators. Such operatooagdered as applica-
tion specific operators and must always be coded in a low-ewguage. A draw-

back of this approach is that query optimizers are unable#d @ith such user-

defined operators as there are no fixed semantics. This is®®qaery operators
are unable to make the necessary cost comparisons betweausvaser-defined
operators. A direct consequence of this is that since thiesyss not able to

handle optimization tasks autonomously, the arduous resspitity of placement

and ordering of operators is placed on the user. This ndfusaluld be a great

hindrance to users of the system (e.g. environmentalidte)awe only concerned
with injecting queries into the network and obtaining theules - not figuring out

the intricacies of energy-efficient mechanisms to extertdiouk lifetime!

While the COUGAR project specifically claims to target wast sensor net-
works [28, 29], apart from the feature of pushing down s@acbperations into
the device network, it does not demonstrate any other n@styd characteristics
that would allow it to run on sensor networks. In fact, the G&AR project has
simulations and implementations using Linux-based iPAg3<hardware which
has made them take certain design decisions that would hétaiple for sen-
sor networks. For instance, unlike Directed Diffusion [B4{d TinyDB [18],
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=

|

| | Directed Diffusion | COUGAR | TinyDB
Type Non-database Database | Database
Platform iPAQ class (Mote| iPAQ class | Mote class
class for Micro-
diffusion)
Query lan-| Application specific,| SQL-based| SQL-based
guage dependent on Filter
API
Type of in net-| Suppression of Selection | Selection, aggregatio
work aggrega- identical data mes} operators | operators and limiteg
tion sages from different optimization
sources
Cross layer| Routing integrated None Routing integrated
features with in-network with in-network aggre-
aggregation gation; communicatior]
scheduling also de
creases burden on th
MAC layer
Caching Yes No Yes
of data for
routing
Power  sav- Yes - Nested querie§ None Yes - Acquisition query
ing while processing
sampling
sensors
Type of opti-| None Centralized| Mostly centralized -
mization Metadata is occasion
ally copied to catalog.

Table 3.1: Comparison of data management strategies
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3.2. Wireless sensor network architectures

COUGAR does not take the cost incurred by sampling senstireamsideration
during the generation of query execution plans. It also du¢dake advantage
of certain inherent properties of radio communication, esgooping and also
fails to suggest any methods which could link queries to camigation schedul-
ing. Additionally, the usage of XML to encode messages aptetumakes it
inappropriate for sensor networks given their limited baidlth and high cost of
transmission per bit.

Among the various query processing systems currentlyctiatée literature,
TinyDB seems to be the one which is the most feature packegl TirtyDB soft-
ware has been deployed using Mica2 motes in the BerkeleynBafaGarden to
monitor the micro climate in the garden’s redwood grove [¥2pwever, the ini-
tial deployment only relays raw readings and does not ctlyremake use of any
of the aggregation techniques introduced in the TinyDBdifigre. While it may
have approached the problem of improving energy efficiermyfseveral angles
it does have a number of inherent drawbacks the most signifiiing the lack
of adaptability. Firstly, the communication schedulingntiened above is highly
dependent on the depth of the network which is assumed todx fbhis is makes
it unable to react to changes in the topology in the networkhenfly which could
easily happen if new nodes are added or certain nodes dian&lgcthe com-
munication scheduling is also directly dependent on theclepbat is specified
in every query injected into the network. With networks expe to span say
hundreds or even thousands of nodes, it is unlikely thatrenrientalists using
a particular network would only inject one query into the ead any one time.
Imagine that the Internet was designed in a way such that@réyperson was al-
lowed to use it at any instant! Thus methods need to be detasemable multiple
gueries to run simultaneously in a sensor network.

Although TinyDB reduces the number of transmissions gydaticarrying out
in-network aggregation for every long-running query, ge on transmitting data
during the entire duration of the active query disregardimgemporal correlation
in a sequence of sensor readings. [2] takes advantage @irtperty and ensures
that nodes only transmit data when there is a significantgmobange between
successive readings. In other words, sensors may ref@imtiansmitting data if
the readings remain constant.

Another area related to the lack of adaptability affectioghbCOUGAR and
TinyDB has to do with the generation of query execution pldnshoth projects
the systems assume a global view of the network when it comeséry opti-
mization. Thus network meta data is periodically copiedrfrevery node within
the network to the root node. This information is subseduearsted to work out
the best possible query optimization plan. Obviously thet o extracting net-
work meta data from every node is highly prohibitive. Alsequexecution plans
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generated centrally may be outdated by the time they reactebkignated nodes
as conditions in a sensor network can be highly volatile, thg node delegated
to carry out a certain task may have run out of power and dietheytime in-
structions arrive from the root node. In this regard, it isessary to investigate
methods where query optimizations are carried out using lochkl information.
While they may not be as optimal as plans generated basedobalgietwork
meta data, it will result in significant savings in term of thember of radio trans-
missions. [3] looks into creating an adaptive and decané&dlalgorithm that
places operators optimally within a sensor network. Howetie preliminary
simulation results are questionable since the overheadried during theneigh-
bor explorationphase is not considered. Also there is no mention of how Ifest t
algorithm responds to changes in network dynamics.

3.3 Data centric architecture

As we previously stated, the layered protocol stack desoripof the sys-
tem architecture for a sensing node cannot cover all thectspe/olved (such
as cross-layer communication, dynamic update, etc.). itnstiction we address
the problem of describing the system architecture in a moite¢ way and its
implications in the application design.

3.3.1 Motivation

The sensor networks are dynamic from many points of view. ti@oausly
changing behaviors can be noticed in several aspects afrseesvorks, some of
them being:

e Sensing process The natural environment is dynamic by all means (the
basic purpose of sensor networks is to detect, measure artdle user
of the changing of its environment). The sensor modules sedras can
become less accurate, need calibration or even break down.

o Network topology - One of the features of the sensor networks is their
continuously changing topology. There are a lot of factanstgbuting to
this, such as: failures of nodes or the unreliable commtinicahannel,
mobility of the nodes, variations of the transmission ram@éusters recon-
figuration, addition/removal of sensor nodes, etc. Relai¢his aspect, the
algorithms designed for sensor networks need to have two ohairacteris-
tics: they need to be independent on the network topologyaed to scale
well with the network size.
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¢ Available services- Mobility of nodes, failures or availability of certain
kinds of nodes might trigger reconfigurations inside thessemetwork.
The functionality of nodes may depend on existing servitegdain mo-
ments and when they are no longer available, the nodes wi#ieconfig-
ure themselves or try to provide these services themselves.

e Network structure - New kinds of nodes may be added to the network.
Their different and increased capabilities will bring cgas to the regular
way in which the network functions. Software modules mighirmproved
or completely new software functionality might be implertexhand de-
ployed in the sensor nodes.

Most wireless sensor network architectures currently used layered struc-
ture for the protocol stack in each node. This approach hasigalisadvantages
for wireless sensor networks. Some of them are:

e Dynamic environment- Sensor nodes address a dynamic environment where
nodes have to reconfigure themselves to adapt to the chaSyese re-
sources are very limited, reconfiguration is also neededdardo establish
an efficient system (a totally new functionality might haeebe used if
energy levels drop under certain values). The network captaits func-
tionality to a new situation, in order to lower the use of tkarse energy
and memory resources, while maintaining the integrityobjperation.

e Error control - Error control normally resides in all protocol layers satth
for all layers the worst case scenario is covered. For a @sse$ensor net-
work this redundancy might be too expensive. Adopting areértew on
how error control is performed and cross-layer design witluce the re-
sources spent for error control.

e Power control - Power control is traditionally done only at the physical
layer, but since energy consumption in sensor nodes is & m@gign con-
straint, it is found in all layers (physical, data-link, wetk, transport and
application layer).

e Protocol place in the sensor node architecture An issue arises when
trying to place certain layers in the protocol stack. Exasphay include:
timing and synchronization, localization and calibratiofhese protocols
might shift their place in the protocol stack as soon as thansient phase is
over. The data produced by some of these algorithms migh¢ makferent
protocol stack more suited for the sensor node (e.g. a latadn algorithm
for static sensor networks might enable a better routingralym that uses
information about the location of the routed data destimgti
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=3 Triggering data
=essssa  Non-triggering data

Data

Figure 3.8: Entity description

¢ Protocol availability - New protocols might become available after the net-
work deployment or at certain moments, in specific cond#jeome of the
sensor nodes might use a different protocol stack thatrmites their goal
and the environment.

Itis clear from these examples that dynamic reconfiguraifagach protocol
as well as dynamic reconfiguration of the active protocallsta needed.

3.3.2 Architecture description

The system we are trying to model is an event-driven systeganing that it
reacts and processes the incoming events and afterwatttg mbisence of these
stimuli, it spends its time in the sleep state (the softwamamonents running
inside the sensor node are not allowed to perform blockingmnga.

Let us name a higher level of abstraction for the event clastata Data
may encapsulate the information provided by one or moretsybave a unique
name and contain additional information such as deadlidesfity of producer,
etc. Data will be the means used by the internal mechanisth&@frchitecture to
exchange information components.

In the following we will address any protocol or algorithnatitan run inside
a sensor node with the teremtity (see Figure 3.8). An entity is a software com-
ponent that will be triggered by the availability of one ormaalata types. While
running, each entity is allowed to read available data typesnot wait for addi-
tional data types becoming available). As a result of the@ssing, each software
component can produce one or more types of data (usuallysimetkit).

An entity is also characterized by sorfumctionality, meaning the sort of op-
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Module manager

(publish/subscribe server)

Figure 3.9: Data-centric architecture

eration it can produce on the input data. Based on their inmaglity, the entities
can be classified as being part of a certain protocol layen &ise previous de-
scription. For one given functionality, several entitiegi exist inside a sensor
node; to discern among them, one should take into considetaeircapabilities
By capability we understand high-level description camitajy the cost for a spe-
cific entity to perform its functionality (as energy, resoes, time, etc.) and some
characteristics indicating the estimated performancegaiadity of the algorithm.

In order for a set of components to work together, the way irclvthey have
to be interconnected should be specified. The existenttaathies in the wire-
less sensor network field, assume a fixed way in which thesg@aoemts can
be connected, which is defined at compile time (except foatichitectures that
for example allow execution of agents). To change the podtstack in such an
architecture, the user should download the whole compitett ¢nto the sensor
node (via the wireless interface) and then make use of somwtechde to replace
the old running code in it. In the proposed architecture veeaiowing this in-
terconnection to be changed at run time, thus making ontdiptate of the code
possible, the selection of a more suited entity to performestunctionality based
on the changes in the environment, etc. (in one word allowiegarchitecture to
become dynamically reconfigurable).

To make this mechanism work, a new entity needs to be implesdewe call
this thedata managerThe data manager will monitor the different kinds of data
being available and will coordinate the data flow inside thessr node. At the
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Figure 3.10: Architecture transitions

same time it will select the most fitted entities to perforra thork and it will
even be allowed to change the whole functionality of the sensde based on the
available entities and external environment (see Figure)3.

The implementation of these concepts can not make an atistraxf the
small amount of resources each sensor node has (as enemgryneomputa-
tion power, etc.). Going down from the abstraction levelhe point where the
device is actually working, a compulsory step is implenrapthe envisioned ar-
chitecture in a particular operating system (in this casghma better term is
system software). A large range of operating systems extigrhbedded systems
in general [24, 27]. Scaled down versions with simple scheduand limited
functionality have been developed especially for wirekssssor networks [15].

Usually, the issues of system architecture and operatistesy are treated
separately, both of them trying to be as general as possildldacover all the
possible application cases. A simplistic view of a runnipgmating system is a
scheduler that manages the available resources and cataslihe execution of a
set of tasks. This operation is centralized from the pointiedv of the scheduler
that is allowed to take all the decisions. Our architectue also be regarded
as a centralized system, with the data manager coordintitendata flow of the
other entities. To obtain the smallest overhead possilgeetihould be a corre-
lation between the function of the central nucleus from auh#ecture and the
function of the scheduler from the operating system. Thishg we propose a
close relationship between the two concepts by extendmdutictionality of the
scheduler with the functionality of the data manager. Thénrshallenges that
arise are keeping the size of the code low and the contextiswg time.
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3.3.3 Additional requirements

As we mentioned earlier, the general conceptlatais used rather than the
eventone. For the decision based on data to work, there are sonigoaddt
requirements to be met.

First of all, all the modules need to declare the name of tha taat will
trigger their action, the name of the data they will need smréuring their action
(this can generically incorporate all the shared resodircéise system) and the
name of the data they will produce. The scheduler needsialirtformation to
take the decisions.

From the point of view of the operating system, a new compbtiext takes
care of all the data exchange needs to be implemented. Thiflviro fact be
an extended message passing mechanism, with the addec:fetittifying the
scheduler when new data types become available. The magpfpihis module in
the architecture is the constraint imposed to the protdodend/receive data via,
for example, a publish/subscribe mechanism to the cerdialduler.

An efficient naming system for the entities and the data islede Down-
loading new entities to a sensor node involves issues sitoikervices discovery.
Several entities with the same functionality but with diéet requirements and
capabilities might co-exist. The data centric schedulsrtbanake the decision
which one is the best.

3.3.4 Extension of the architecture

The architecture presented earlier might be extended tggrof sensor nodes.
Several Data Centric Schedulers together with a small, fixenber of protocols
can communicate with each other and form a virtual backbétfeemetwork.

Entities running inside sensor nodes can be activated e types that
become available at other sensor nodes (for example, imagia node using his
neighbor routing entity because it needs the memory to gexseme other data).

Of course, this approach raises new challenges. A namirtgrayfor the
functionality and data types, reliability issues of thetsys (for factors such as
mobility, communication failures, node failures, segugttacks) are just a few
examples. Related work on these topics already exist (famgike: [7, 26]).

3.4 Example

In order to better understand the flexibility offered by thishitecture, we will
proceed with an example. Figure 3.11 illustrates the casedyihamic architec-
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Figure 3.11: Example of architecture transitions

ture for a sensor node.

Let us assume that the goal of the sensor network is to moaitdranalyze
a certain feature of the environment - as the quality of patte merchandise
stored in containers in a large warehouse. The nodes amhettdo containers,
so they are static for most of the time; this scenario inwldimited amount of
mobility.

The nodes will start running a basic Media Access Control QYlfrotocol
which makes communication possible between each othemribmitoring appli-
cation will run directly on top of the MAC layer, basicallyosing sampled data
from the actual sensors. As soon as the MAC layer has gatkemdyh informa-
tion about the neighbors of the node, an ID based routindftan be loaded into
memory to allow the dissemination of the sensed data.

In parallel, a security module could be loaded for examplddtermine the
keys needed for each node to encrypt their data. At the sangs & link layer
module could also run in order to make communication motalskd and to save
energy.

As the routing protocol gathers even more data about thenheipood, a
timing and synchronization protocol can run, in order toegall the nodes the
same notion of time.

A new transition towards a more efficient architecture issgae right now. As
the set of needed keys for encrypting the data have beenrgdilileere is no need
for the security module to occupy memory any longer. It caubl®aded and,
for example, a localization protocol can start running.rétsults will enable the
employment of a geographic routing block, known for its @ased performances
and reduced memory usage when compared to an ID based reatiage.

As position is determined, the localization block can beoadkd from mem-
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ory as it is not useful anymore (or at least until the positibthe node changes).
Running an efficient protocol stack, having notion of timel gosition, being
capable of encrypting data, the node is ready for continomstoring of the en-
vironment and has the resources free in order to load dategsmg algorithms
or to participate in efficient data dissemination protocols

In the case of failures, mobility, availability of new algbims, low energy
levels, etc. the architecture of the node can change agaiheofty, suiting the
current running situation without the need of a human operatoading new
blocks into the memory is easy due to the publish/subscribehanism that does
not require a fixed protocol stack and enables easy sharidgtafbetween any
number of protocols (no matter where they might be placedarptotocol stack).

3.5 Conclusions

In this chapter we have outlined the characteristics ofleg®sensor networks
from an architectural point of view. As sensor networks asighed for specific
applications, there is no precise architecture to fit thdrbwl rather a common
set of characteristics that can be taken as a starting point.

The combination of the data centric features of sensor rmésnand the need to
have a dynamic reconfigurable structure has led to a newtacthie that provides
enhanced capabilities than the existing ones. The newtacthie characteristics
and implementation issues have been discussed, layingtineé#tions for future
work.

This area of research is currently in its infancy and majepstare required in
the fields of communication protocols, data processing aptiGation support to
make the vision of Mark Weiser a reality.
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Chapter 4

System support

This chapter presents two tools developed for wirelessosamat-
works: a new operating system and a simulation environmgaoith

tools were designed using the concepts of data centrictacthie
and are a proof that the concept is feasible in practice. Wereisent
their main characteristics and compare them against thex atready
existing tools.

In this chapter we describe two tools designed for the dgwveént of wireless
sensor network applications: a novel operating system asithalator environ-
ment. Both tools are built on top of the data centric architex described in
Chapter 3 proving that the concept works and can be easitying@actice.

One key issues that brings wireless sensor networks onelstsgy to reality is
the system software running inside each sensor node. yd#ad software com-
ponent should allow the user to write the applications diyewithout spending
additional time on programming the low level hardware orlihsic functionality
of the node. The most convenient framework would be an ojperaystem like
system software that offers a hardware abstraction layérdamers for all the
present hardware components.

Additionally, real time scheduling, memory management gesburce man-
agement would be desirable (as they allow the implememtatiGcuperior capa-
bilities protocol stack components). These additionaluiess are thought to be a
too large overhead for the resource poor microcontrollarg/bich the software
needs to run. In Section 4.1 we will show that designing thetesy software
based on the data centric architecture solved these isedd®d as an end result
a fully working operating system.

Debugging a protocol designed for a distributed networbklving unreliable
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wireless communication can be quite a challenge and corsarat of time. An
easy way to do everything is by using a dedicated simulattegbthe protocol
in simulated environments where the degrees of errors caotieolled. After
that, the protocol can be ported to the targeted hardwaréapdrameters can be
altered to match the reality.

Usually implementing the protocol both in the simulator amdhe targeted
hardware involves two different implementation; not ortlg fprogramming lan-
guages differ but also the targeted architectures. To desprbgramming and
debugging effort we have designed a simulator based on tfaecéatric archi-
tecture. The architecture being the same, the porting enotidetween the two
platforms becomes an issue of mere syntax changing.

The major goals for developing the system support in the fofrem operating
system and a simulator can be synthesized as:

- add flexibility and dynamics to the sensor network appiacat

- enable power control mechanisms leading to energy effidiesigns

- add real time capabilities allowing for example the impéation of sup-

perior scheduling schemes for radio communication

In Section 4.1 we describe the basic functionality of therafieg system high-
lighting the advantages it has over the existing approac8estion 4.2 presents
some features of the simulator and a small guide on how totuséhe chapter
ends with conclusions and ideas for future work.

4.1 Data centric operating system

In Chapter 3 we introduced the ideas for a new data centriutecture. The
main motivation for exploring a new architecture stood ie tact that we needed
to combine somehow the concept of a dynamic architectutie tivé concept of
a light weight operating system. The resulting system mast\ent driven and
very light - in order to allow both the best usage of resouaras be suited for
wireless sensor network applications.

We have developed such a system proving that the concepttafceatric
architecture made sense. At the same time we have incoggdrathe nevwData
centric operating syste(DCOS) issues as real time, automatic mutual exclusions,
memory management, etc. - in one word almost all the thingiswere believed
to be impossible to achieve on a microprocessor equippddtwit kilobytes of
data memory.
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4.1.1 Targeted hardware

Before going into the description of the operating systesnaes it is better to
take a look at the targeted hardware. This will help the readderstand exactly
what amounts of resources were available for the system sigrokd.

The initial platform we considered was the prototype depetbby a dutch
company (Nedap BV) for the EYES European Project. The soéweas adapted
for the updated versions of the hardware that were developleel software was
also extended to work on the prototypes made available bydafi for the same
project. The DCOS operating system was even further extetalsupport the
products of the Ambient Systems company [6].

The boards have a very similar architecture and use the sacmnparable
components with the exception of the radio transceiver.fifbieand older boards
developed by Nedap are equipped with a TI MSP430F149 CPU arkiFM
TR1001 radio transceiver. The second and newer board gmatloy Infineon
uses also the TI MSP430F149 but has an Infineon TDA5250 raaitsteiver.
Both boards have a serial port, some LED’s and a serial EEPR&@program-
ming the CPU each board has a JTAG interface and a power sy form of
two AA Alkaline batteries [23].

The TI MSP430 micro-controller family is designed for ultcav-power ap-
plications. The MSP430 incorporates a 16-bit RISC microtagler, peripher-
als and flexible clock system that interconnect using a venfilann common
memory address bus and memory data bus [40]. The MSP430id&sovith a
collection of on-chip digital and analog devices like a IPADC, 2 USART in-
terfaces and a hardware multiplier. It has 60kB of self progmable flash mem-
ory and 2kB of RAM. Furthermore it has a watchdog timer, omeeti with 3
capture/compare registers and one timer with 6 capturgdaoenregisters. For
interfacing with external devices the MSP430F149 comeb witmerous digital
I/0O pins.

The RFM TR1001 is a very small size, very low-power consuopsingle
chip OOK/ASK radio transceiver with a maximum data rate d6.2kb/s. Signal
power regulation is done through an external digital patem¢ter. The TDA5250
is a low-power consumption single chip ASK/FSK transceivéh a maximum
data rate of 64kb/s. Signal power regulation is done by thelop power ampli-
fier. Both transceivers supply a RSSI pin that can be measiyrdte ADC of the
MSP430.

The serial EEPROM for the NEDAP board is an ST M25P20 which & a
Mbit, low voltage, serial flash memory that can be programmheodugh an SPI
bus interface. Because an MSP430 USART can be put into SPe nmadrfacing
the chip with the CPU is rather easy. The memory of the M25B2llvided into
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four 64kB sectors which are divided in 256 byte pages. Thdlest@rasable unit
is a sector. The Infineon board has an ST M25P05 EEPROM thahbasame
features of the M25P20 but has a memory size of only 512Kattighdivided into

two 32kB sectors which are divided in 128 byte pages.

4.1.2 Operating system alternatives

The advance in low power embedded micro-controller desamldéad to the
development of operating systems targeting these new ekvikhis section will
describe some of these operating systems. First a descripitthe Salvo operat-
ing system will be given and after that the popular TinyOS el introduced. We
will end this section by presenting PEERO&€emptive EYES Real Time Oper-
ating Systent our first approach to real time operating systems (RTO§gtang
resource poor microcontrollers and mention some othetiegialternatives.

e Salvo RTOS

Salvo is a commercially available RTOS developed by Pumplkio. It

is designed to run on microprocessors and micro-contsoléth severely
limited resources. It requires little memory and no stacllv&is mainly
written in ANSI C, with limited processor specific extenssoft is available
for a wide range of processors and controllers includingTth& SP430
series.

Salvo is a cooperative multitasking RTOS with full suppant &évent and

timer services. The multitasking is priority based and éiftaifferent pri-

ority levels are supported. If tasks share the same priteitgl they are

scheduled in a round robin fashion. Salvo uses semaphoessages and
message queues for interprocess communication and resoariagement.
A full complement of RTOS functions (context switch, waitppess con-
trol,etc.) is supported. Timer functions, including deland timeouts, are
also supported [21].

Salvo uses cooperative task scheduling which means thapplcation
programmer must explicitly manage task switches. If a mgmask fails to
cooperate, then no other tasks will execute. The arrivahdhgerrupt will

suspend the current running task and invoke the interrupicgeroutine for
that interrupt.

The Salvo version for the MSP430 has the following chargsties [22]: a
context switch takes 2 at an 8MHz clock, it uses a maximum of 14 bytes
for a task control block, it uses a maximum of 6 bytes for améeeentrol
block, it uses 400 to 1700 bytes of ROM depending on the verssed.
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Figure 4.1: TinyOS component graph example

The advantages of using Salvo (from the point of view of owdted ap-

plications) can be summarized as:

- Salvo uses very little memory resources;

- It requires no general purpose stack;

- Due to the cooperative scheduling, less context switdees i a pre-
emptive scheme may occur (it is less intrusive), which mggvie en-

ergy.

Some of its disadvantages are:

- Cooperative scheduling often leads to a worse task reggone than
when using preemptive scheduling because it depends onrigedt

task;

- The user must provide the context switches, making theesystore

user error prone;

- Having no general purpose stack leads to the usage of giiaibalfor
the local variables of a function. Local data normally egisthe stack
and for the duration of that function only. This leads to ameificient
usage of the memory resources;

- Salvo is a commercial product and therefore not free avtilgexcept
for the functionally challenged ‘lite’ version).

e TinyOS

TinyOS is the operating system developed for wireless samstworks at
the University of California at Berkeley. It is one of the figperating
systems addressing small, low cost, sensor nodes withelin@hergy and
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processing resources. TinyOS was developed for a protatypsor node
that is very similar to the nodes used in the EYES projectsétsua 4MHz
ATMEL micro-controller and an RFM TR1000 radio transceivEne avail-
able program memory and RAM is 8KB and 512 bytes respectivdlthe
moment TinyOS is available for a wider range of sensor boarclading
the two prototype EYES boards.

TinyOS is a component based runtime environment (see Figdde The
system configuration consists of a tiny scheduler and a grbpbmponents
(software blocks implementing a specific functionality)cémponent con-
sists of a set ofommand handlera set ofevent handlersan encapsulated
fixed-sizeframeg and a set of simpléasks A command is issued by the
higher components in the stack downto the lower componertssaexe-
cuted immediately (basically it is a function call). Evept®pagate from
the lower components upto the higher ones and are schedudeguieue.

The tasks, commands and the handlers execute in the coftine fsrame

and operate on its state. To facilitate modularity, eachpmment also de-
clares the commands it uses and the events it signals. Tleetmations
are used to compose the modular components in a per-ap@icanfigu-

ration. The composition process creates layers of compsmédrere higher
level components issue commands to lower level componertdcaver

level components signal events to the higher level compsndnhysical
hardware represents the lowest level of components [14].

Commands are blocking requests made to lower level compen&went
handlers are invoked to deal with hardware events, eithrectdly or indi-
rectly. An event handler can deposit information into itfie, post tasks,
signal higher level events or call lower level commandsk3amerform the
primary work. They are atomic with respect to other tasksramdo com-
pletion. Tasks can call lower level commands, signal hideeel events,
and schedule other tasks within a component. The task sldragla sim-
ple FIFO scheduler, utilizing a bounded size scheduling daucture.

Some of the advantages of using TinyOS are:

- It is modular and portable, making it easy to construct gumitions
dedicated for a specific application and target hardware;

- It uses little energy and processing resources;

- Itis supported by a large user community.

And some of its disadvantages are:

- An application is configured at compile time and after tisatimable
to alter its configuration dynamically;
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- Reaction to hardware events can be very late due to the FI&€hm
anism of the scheduler. This is especially bad for radiorinfes in
TDMA based MAC protocals;

- It is not possible to determine the maximum possible loathefsys-
tem, making it impossible to give real-time guarantees.

e PEEROS

PEEROS was our first approach to defining an operating systewireless
sensor networks and was written specifically for the Nedag@enode. It
was rather unique because of its preemptive nature, sangetbry uncom-
mon in operating systems that target the small embeddedeatelike the
sensor nodes [28].

PEEROS uses a preemptive task scheduler with fixed prietiat can han-
dle a maximum of 16 tasks. Tasks can wait on events beforéencomg. A
task can respond to at most 2 different events. The schedsdsra single
stack allowing only higher priority tasks to preempt thereuat running or
waiting task.

Interprocess communication is supported through an iatemessaging
system. Tasks can send very short messages to other tasiciviRg tasks
can either perform a blocking or a non-blocking message. réhi intro-
duces a threat for deadlock situations: a task that waits message that
will be send by a task of the same or lower priority, will do sdéfinitely.

PEEROS also provides an interface for communicating thidbg radio
transceiver and serial port, and it has a generic shell #ratrterpret com-
mands coming either from the serial port, radio, or anotask.t

PEEROS provides a great service. It has successfully hestestal ap-
plications developed during master students assignmieuoisever, for the
data centric architecture PEEROS either lacks functignali is too ab-
stracted from that architecture. Furthermore, PEEROSsgiméy soft real-
time guarantees.

Although it was a simple system, PEEROS was a good tool toexphe
maximum capabilities that the MSP430 processor could .offehelped
us understand some of the practical problems related taatipgrsystem
design and was the first step towards designing DCOS.

Apart from these operating systems, there is a large rang#hefs developed
for embedded systems in general (VxWorks [43], RedHat e@8§ [PalmOS
[32], Microsoft Windows CE [29], etc.). These systems aré swted for our
platform due to the fact that the resources needed ofteredxeith at least several
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orders of magnitude what is available. Some of these operatistems claim to
offer real time capabilities From our experience, all of them offer priority based
or cooperative scheduling leaving the real time featurhéogrogrammer: the
shortest the tasks and the better event planning, the lib#esystem responds.
Unfortunately none of them offers real time guarantees.

4.1.3 EDFI protocol

In this section we present the basics of the scheduling pobtee have chosen
for DCOS (EDFI -Early Deadline First with Inheritance This specific choice
was made due to the facilities offered by this schedulingsehand also due to
the small overhead involved. This section is an excerpt fi20h briefly describ-
ing the theory behind this scheme.

EDFI is a lightweight real-time scheduling protocol thahdmnes EDF with
deadline inheritance over shared resources. We will shetvEDFI is flexible
during a task’s admission control, efficient with schedglémd dispatching, and
straightforward in feasibility analysis. The applicatimmgrammer only needs to
specify a task’s timing constraints (deadline, periodtima) and resource needs,
after which EDFI can execute admission control, schedulligpatching and re-
source synchronization automatically. EDFI avoids gtats task switching and
its programming overhead, as well as runtime overhead islger, which makes
it ideal for lightweight and featherweight kernels.

A task sef( consists of a set of preemptable task$ = 1..n). Each task;
is specified by a minimurperiod 7;, a deadlineD;, a costC;, and aresources
specificationp;. 7; is released every; time units and must be able to consume
at mostC; seconds of CPU time before reaching its deadliheseconds after
releas€C; < D; < T;). We use capital letters for time intervals (e§,,D, C)
and lower case for absolute ‘points in time’for the next release timé, for the
next deadline.

The utilizationU of 2 is defined ag/ = > | % For (2 to be schedulable,
U < 1 must hold. We define two functiongrocessordemandH (¢) introduced
in [4], andworkload W (t) introduced in [1].H (¢) represents the total amount of
CPU time that must be available betweeandt for €2 to be schedulableld/ (t)
represents the cumulative amount of CPU time that is conbleray all task

releases between tinteandt.

n

HE = V—D%TJ c, 4.1)

i=1

102



4.1.Data centric operating system

15 i
L /ij
el
! r
T e
. rd
W) - [~
, !
10 | A !
rd
]
—mrmm L7 H
d
s
rd
.
5 4 R _
P
s |
s ‘_
s
r |
- V' I
P I
0 L7 i
0 5 10 15

Jf Lt Lt
n fo S |

n 2o — f .
o oo | | y

Figure 4.2: Example task set and its EDF schedule with psacetemand ()
and workload function®V/ (¢).

n

t
W= e (4.2)
Figure 4.2 illustrates the functions for an example task €&tr feasibility
analysis is based on the behavior of H(t) and W(t) and on tkemations earlier
proved by Barualet al [4]:

If for any interval with lengthZ, all work load offered durind0, L]
can be resolved before or dt, then this can be concluded for any
arbitrary time interval[t, t + L].

Therefore all tasks if2 are released simultaneouslytat 0, in which case
they will produce the largest response time. If the task§ inan make their
deadlines fromt = 0, they can make their deadlines from any point in time.

Figure 4.2 shows the functiors(¢) and1V (¢). Both are used for schedulabil-
ity analysis of the task s€t. Note that the vertical distance betwééi{t) and the
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Table 4.1: Specification db;

diagonal in the graph represents the amount of work stilldéndeleased tasks.

At point L, there is no more work to do and the system becomes idl{é) repre-
sents the amount of work that must be finished{ () crosses the diagonal, then
more work would have to be finished than there is time availafilhe schedu-
lability analysis track$V'(¢) and H (¢) until either¥/(¢) touches the diagonal or
H(t) crosses it. IfH(t) crosses the diagonal, the task set is not schedulable. If
W (t) touches beford (t) could cross, the task set is schedulable. The example
task sef? is thus schedulable. Task sets can be constructed in whittteng/ (¢)
nor H (t) reaches the diagonal. The schedulability analysis, tbezefraces these
functions for only a predetermined maximum number of steykrajects a task
set if this maximum is reached.

The scheduler manages the set of admitted tasks using twesjaad a stack.
TheWait Queugholds tasks awaiting their release. When a task gives uprthe
cessor or reaches its deadline, it is put on this queue, fromhat will be trans-
ferred to the next queue when it is released. Rieéeased Queumlds processes
that have been released but have not yet run. This queuensgaimad in deadline
order, earliest deadline first. THreemption Stackolds the tasks that run but
have been preempted; the currently running task is at thefttpge stack and the
tasks below it were preempted by the tasks immediately athara.

When a task needs to be released (due to an external evenaorimbernal
signal for example from a timer), the task is transfered ftbenWait Queue to the
Released Queue. When a task gets to the front of the Releasme@r when a
task is popped from the Preemption Stack, the deadlinesdfgkr;, at the head
of the Released Queue and the running task at the top of thk-Stare compared.

If d, < d,., Tis removed from its queue and pushed onto the Preemptiok.Stac
If both Preemption Stack and Released Queue are empty,fliespeocesses are
scheduled.

Nested Critical Sections (NCSs) [11] can also be used instémkthe use
of shared resources. Their advantage is that they can expitestions where
a task makes use of specific combination of resources. Whatesd to do is
to specify NCSs and their durations. NCSs in combinatioh wiheritance have
been used in other protocols such as the well-known PriGeéfling (PC) protocol
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Figure 4.3: Transaction system: released queue, preemgitiok and event wait-
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[37] and the Stack Resource (SR) protocol [2]. An in-depthreiew is given by
Rajkumar [35]. Shaet al. [38] give an overview of how to generalize PC for
deadline monotonic under blocking and they present howeghis protocol for

a practical system implementation. The protocol we prewetitis chapter has
similarities with PC and SR. PC is from the class of fixed ptygorotocols while
SR belongs to the class of dynamic priority protocols.

A resource specificatiop of a taskr is specified according to the following
syntax:

pust - float’{" Ris prist '} | prisee
Rlist : Rlist R ‘ €

R a2 |'ARLLZ

float . floating-point number

in which the non-capital resourde indicates a read access to a shared re-
source, while a capital resouré&indicates an exclusive-access to it. An example
of a task set with a resource specification is given in Talfle 4.

Task 1 has a periof, of 5 seconds, a deadlirde, of 4 seconds (if itis released
att, its deadline is at+ 4 and its next release is &t 5); it needs at most 1 second
of CPU time (C;) between release and deadline. Resounseshared by tasks 1,
2 and 4. All tasks only require read access to the resouraeg sestrictions on
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Qo | Dy | Ty | G| ps

7 |4 |5 |1 |09aB}

> |5 |8 |1 |0.8a02B0.1{C}}}
73 |6 [10]2 | 0.2{b}1.7{c1.3(b}}
7w |9 |9 |3 |18ac

Table 4.2: Specification db,

the schedulability of these tasks exist. Resouyde s shared by tasks 1, 2 and 3.
Task 1 needs exclusive accesdidor 0.9 time units, it also holds read resource
a. Task 3 needs shared-read access to resoéunre0.2 time units and again for
0.13 time units while holding resouredor 1.7 time units.

The principle behind scheduling a task set with shared ressus that a re-
leased tasks stays on the Released Queue if it needs restheitare already in
use by one of the task in the Run Stack, even if such a releaskdhas a shorter
deadline. Therefore, once a taskis on the Preemption Stack, it will never claim
a resource already held by another, preempted, task. Saska tvould simply
not have been scheduled.

We enforce this bydeadline inheritancewhich is similar to Priority Inher-
itance, introduced by Shet al. [37]. Every resourceR is assigned an inher-
ited deadlineDy = min,,co{ D;|R € p;}, the minimum of the deadline of all
tasks usingR, wherep; denotes the set of tasks in use by taskIf p; C p;
denotes the subset of resources in use;byhen the inherited deadline af is
A; = min{Rep;}{AR}. The minimal inherited deadline of is reached if all re-

sources are used\; = mingge,,;{Ar} . Atask'sA’ thus changes as the task
acquires and releases resources.

Each released task is now characterized by the t(ipl®, A"), whered is the
currentabsolute deadline

Earlier, we presented the EDF scheduling rule that the tasi the head of
the Released Queue would move to the top of the Preemptick Bits d;, was
less thand, of the taskr,. on top of the Preemption Stack. A released task with
an earliest deadline will preempt the currently runnindctd$ow we modify that
rule to:

i, preempts.,. iff d, < d, A D, < A

Figure 4.4 shows an example Preemption Stack (rectanghesRaleased
Queue (ellipses). At this time, the task at the head of thed&eld Queue may
not preempt the one on top of the Run Stack because{ A 3 < 4 is false). For
every taskr;, A; < D; and, because of the scheduling rule, for a taskigher on
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Figure 4.4: Example Preemption Stack (rectangle) and ReteQueue (ellipses);
the arrows indicate the partial order between the parasetdéo preemption is
allowed becaus®;, < A’ (9 < 7) is not true.

the Preemption Stack than another tagkD, < A;. There is, therefore, a total
ordering fromD to A’ to D, etc. up and down the Run Stack. This is indicated
by the arrows in Figure 4.4. This ordering, plus the definitid A, establishes
the property that the currently running task, which is atttigeof the Preemption
Stack, will not attempt to acquire any resources held bymped tasks, which
are further down in the Preemption Stack. This is becaugbeif held such re-
sources, they would be less than or equal tolthef the running task and this the
scheduler does not allow.

A second property is that there is no transitive blocking;ause a process
that is blocked due to shared resource usage only has toavditi$ only blocker
to release the resource. Stated more formally, tasit the head of the Released
Queue is blocked by, on the Preemption Stack despite having a higher priority
(dn < ds) becausd), = D, prevents the preemption of. It can be proved that
under these circumstancé§ < D, < D,. Due to the full ordering property of
D’'s andA’s on the stack the number of blockers has a maximum of 1. $laksb
a property of the Priority Ceiling protocol [37], the firstgbocol that introduces
static priority inheritance, similar to our static deadlinheritance.

The schedulability analysis is only moderately more compteen consider-
ing resource sharing as well. The processor demand and aeatklinctions do
not change, because the work that needs to be done and wiesdg to be done
is the same. But we do have to take into account now dhattask, not more,
mayblockanother to access to the CPU. To illustrate the process, svthasame
specification as the one given before, this time in a moreaoent mathematical
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Figure 4.5, is feasible under EDF with nested critical sections

notation, in Table 4.3. Blocking can be represented gratligiby adding spikes
at timet to the processor demand function, as illustrated in Figuse 4

The height of a spike is the result of calculating thecking timesf a max-
imum blocker from the resource specification:tat 4, r; reaches its deadline.
Before reaching the deadline, it may have been preventedifsong scheduled by
a task with a longer deadline, but holding a resourcethatight need. Fory, the
amount of slack in the schedule needed is 1.3 time unitsusedhat is how long
73 might hold resourcé. Similarly, att = 5, » needs 1.8 time units of slack to
compensate for,, which might hold resource, preventingr, from being sched-
uled. The maximum potential blocking is given bis(t) = maxo{C,|A, <
t < Dy} wheret' is a nested critical sectio); its cost,A’, its inherited level and
t is the length of the interval over which blocking has to be pated. The new ad-
mission rule calculates these potential blocking as spikehe processor demand
function at the expiration times of deadlines and declareslaset inadmissible
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Q| D;| T;| G | resources— Ag

T |4 5 |1 |0.9aB}— (4,0.9)

|5 |8 |1 |0.8a02B0.2{C}}} — (c0,0.8)(4,0.2)(5,0.1
7316 102 | 0.24b}1.7{c1.3{b}} — (4,0.2)(5,1.7)(4,1.3)
219 |9 |3 | 18ac— (51.8)

Table 4.3: TheA, are converted to tuples consistingioherited deadlineand
usage time

if one of the spikes crosses the diagonal. If there are neghasources, there is
no blocking (there are no spikes), and the schedulabilgyreduces to the nor-
mal preemptive-EDF schedulability test. If there is on@tese, shared full-time
by all tasks, the schedulability test reduces to the noespptive schedulability
test. This schedulability test spans the range betweemnxthenges of completely
preemptive and completely non-preemptive scheduling.

A more formal consideration for feasibility analysis un&F with deadline
inheritance is given in Jansen and Laan [19].

4.1.4 DCOS requirements

This section describes some of the design issues of the D@&&ting sys-
tem, supporting the data centric architecture.

DCOS was designed having in mind two sets of requirementsreatuire-
ments of any general operating system to which we addeddjuéeenents needed
by the data centric architecture.

From the point of view of any operating system design issuesaged, we
can enumerate:

e Hardware abstraction layer - DCOS must abstract the hardware for its
client by creating a hardware abstraction layer (HAL). The Hs normally
made up of drivers that each provide an abstracted accebsdtetspecific
hardware components (in our case we created drivers fdreaperipherals
MSP430 processor provides).

e System calls availability- User-space software like the modules must be
able to do system calls. Because user-space software isledrapparately
from the DCOS kernel, the entry points of the system calla’akmow. To
solve this a translation scheme was employed.

e Command shell- There should be a service of user interaction. The way
to do this is to create a shell in which users can enter comatangerform

109



Chapter 4 System support

system tasks. The system gives feed back using the segdblicommuni-
cation, an externally connected display or the set of LERslable on the
development board.

The employment of the data centric architecture raised remuirements.
Some of them are:

¢ Realtime characteristicss DCOS needs a scheduler for determining which
task may run on the processor at a certain time. Further itldl@nsure that
for a given task-set the real-time constraints for each éaskmet. Bellow
are some more consideration regarding this topic.

e Data centric architecture - DCOS is designed to enable a data-centric ar-
chitecture so the extended message passing mechanisnuiseteqThe
component responsible for the mechanism is callediiia manageand
the main challenge was designing it by not using too manyuress (as
memory and processor time).

e Local file system- DCOS must provide a way of working with modules.
Modules are blocks of software that aren't part of the opegagystem it-
self. The goal is that the kernel can load and run modules rdigzly.
With module support, DCOS will be able to support reconfigjorabased
on entities becoming available after the network was deggloy

¢ Memory management- One of the goals of DCOS is that it must be able

to dynamically reconfigure task and data sets. A task or ddtess grow
or shrink in size. A solution could be to accept a maximum $wresuch

a set and reserve the memory needed to store the maximunzesew/¢ith
our severe memory limitation this would mean a waste of sffdess then
the maximum set size is needed. So a memory allocation schagi® be
designed that can reserve and free memory space while tagiag least as
possible space itself.

As mentioned earlier, DCOS was built on top of the data ceirchitecture
concept. This implies that the general conceptathis used rather than thevent
one. In order for the decision based on data to work, thers@ree additional
requirements to be met. First of all, all the modules needetdate the name
of the data that wilkrigger their action, the name of the data they will need to
read during their action (this can generically incorporate b# shared resources
in the system) and the name of the data they pritiduce All this information is
available for the scheduler to make the decisions.
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Figure 4.6: DCOS bhuilding blocks

From the point of view of the operating system, a new compbtiexi takes
care of all the data exchange needs to be implemented. Thifdvbe in fact
an extended message passing mechanism, with the addec:fetitwtifying the
scheduler when new data types become available. The mappthgs module
in the architecture is the constraint imposed to the prdsoiwosend/receive data
via a publish/subscribe mechanism to the central schedéteefficient naming
system for the entities and the data is needed. Downloadiagamtities to a
sensor node involves issues similar to services disco$ayeral entities with the
same functionality but with different requirements andadzilities might co-exist.
The data centric scheduler has to make the decision whicksdhe best.

4.1.5 DCOS design

In the following we will take a look at the various mechanismslved in the
operating system we designed (see Figure 4.6). This is amgntghting of the
system'’s characteristics, the exact description of tha dixtictures, tools, code
examples, etc. are available in the master’s thesis [15].

e Real time scheduler- The scheduler uses the EDFI mechanism described
in Section 4.1.3. The scheduler needs each task to declare param-
eters as minimum period, maximum cost, the deadline befdriehanthe
computation must be performed and a resource declarasibriue to the
limited amount of resources, the implementation of nest#ital sections
was not feasible. Nevertheless, real time transactione haen used and
it has been seen in practice that they provided the needetiduoality for
the targeted applications. The scheduler offers mutualures exclusion
at system level, eliminating the need of defining and implaiing another
mutual exclusion algorithm at user level.
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In the data centric architecture however, entities resgordhta produced
by other entities becoming available. Translating thiset-time schedul-
ing means that the release of a task can depend on the finishotbers.

Such a task set is said to have precedence constraints. Plaetiof these
constraints on the EDFI scheduling technique is that thegmed feasi-
bility analysis does not reflect reality since the order inichhtasks are
executed is not taken in consideration. In general the findfran optimal

schedule for a set of tasks with precedence constraifigishard [5]. The

EDFI analysis can still be used as such, but regards thersyeatea more
complex one; thus the set of tasks might be reported unfieasihile under
the precedence constraints is feasible.

To still determine the feasibility of a schedule with datatcie entities we
proposed and implemented the following simple approach:

- A task-set consists of one or more directed task-deperydgraphs
that contain no cycles. The graphs may start with one entity o
which implies that entities in the same graph share the samed

- The graphs are transformed into a schedule where releass ind
deadlines are adjusted as described in [9]. The resultingdsde can
than be analyzed using the normal EDFI analysis.

- The resulting schedules of all graphs are independentthélexcep-
tion of the resources used. The schedules can now be segpaastse
tasks that have their own worst computation time (the surh@fts
of each task in the graph), period (the period of the first fasthe
graph), deadline (the deadline of the last task in the grafatiive to
the start of the first task), and a resource usage list (Thenufi the
tasks NCSs). The feasibility analysis can then be conclbgedeat-
ing the graph schedules as tasks in an EDFI task-set andripénfp
the normal feasibility analysis on them.

e Queue’s- With EDFI, tasks can reside either in the waiting queuehim t
ready queue or on the preemption stack. The waiting list israordered
collection of tasks which can be transferred to the readyiguéhen a cer-
tain event occurs. When a task is released to the ready qteeabsolute
deadline is calculated by adding its relative deadlinesodtease time. The
ready queue is sorted on absolute deadline in ascending dgilece the
ready queue is initially empty its ordering can be maintdibg inserting
the task at the right position when it is released which makessorting
algorithm a linear searof?(n) wheren is the number of tasks in the ready
gueue. When the head of the ready queue changes the sclgezhriiition
is calculated and if the condition is true the head of theyepotue will be
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pushed on the preemption stack. Because of the schedulivditiom and
the fact that the preemption stack is empty initially, thegmption stack
will be automatically sorted on absolute deadline in ascendrder. When
a task is completed it will be popped from the preemptionkstad added
to the waiting list.

In the actual implementation the deadline of a task entryli§-bit value.

The reason for this approach is that, doing arithmetic obil&alues is

faster than on 32-bit values on our target platform. Thisigas only de-

creased, preventing that the integer value will overflow mamtesent a mo-
ment in the past. It also prevents the need of a global clokleviar testing

the deadlines, since a deadline of zero always means thatetidline is

due.

Using the absolute deadline for the tasks in the running gigedisadvanta-
geous from the point of view of storing and updating this ealBy storing

the deadline difference with respect to the task that isantfof a task, in-

stead of storing the absolute value, only the deadline ofitsietask of the

linked list representing the ready queue has to be decretd#eeh the head
of a list is removed the remaining value of its absolute deads added to
the new head so that the integrity of the deadlines is maiethiAttention

is paid to the insertion and extraction of tasks from the gueu

Context Switching- EDFI uses a single stack which has the advantage that
the context of currently running tasks doesn't have to bedaomewhere
else but that it can be left on the stack itself. The new camtidkbe created

on top of it. It is not possible that a preempted task (it hasraext on the
stack) preempts the task it was preempted by or any task éised bontext
higher on the stack. A task with a context on the stack cammotécheduled
until it is removed from the stack. The context itself cotsanly in saving

the set of CPU registers, a pointer to the exit routine andate stack of

the task.

The stack-base is a pointer to the start of the stack spadbdanmsk and
is saved in the task descriptor. This value can be used tovei o entire
context from the stack with the exception of the CPU regsstdihis way,
when a context is removed (due for example to the fact thad ibdt finish
before its deadline), the state of the previous task is redtby restoring
the registers. When a task finishes on time then, because sfrilrcture of
the context, it will return to the exit routine.

When a new task must run the context can be created by pustengRU
registers, the address of the exit routine, the addresseofi¢iv task and
a clean status register on the stack and performing a retonm ifiterrupt
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(RETI) instruction. The CPU will then continue execution from thew
task with a correct context on the stack.

e The scheduler- The scheduling system is data driven meaning that avail-
ability of new data will trigger its execution when such aqaef data causes
a task to be released. The scheduling system will also corefiéat when
a tasks exits to the exit routine.

When an interrupt occurs and its interrupt service routiheases a task the
schedulgrimitive is called causing the scheduler to run. The firstgtthe
scheduler does is updating the time of its queues by sulstggttie number
of clock cycles since its last execution from the absolutedtiee values of
the queues. When a task exits it will return to the exit raautim this routine
the queue time is also updated first but it will also removefitiished task
from the top of the preemption stack. In both cases the s¢bedill then
continue with the update of the states of the queues.

In this state the scheduler will check the release queuetengdreemption
stack for tasks that have a relative deadline of zero. Thesestmissed
their deadline anére moved back to the waiting queul a task on the
stack missed its deadline then also the task’s context isvechfrom the
stack. This is done by updating the stack pointer with thekstase of the
task that was removed last. The scheduler does not takefcamg cesource
that might be in use by the task that is removed. Then, whehatjueue’s
are updated, the scheduler calculates the EDFI schedutiéticorusing the
head of the ready queue and the top of the preemption staitie ¢bndition
indicates that the the head of the ready queue must run, thew @ontext
is created on the stack. Otherwise the stack is left alonee stheduler
will then set its deadline timer to the earliest deadlineichtis either the
deadline of the head of the ready queue or the top of the pris@mgiack,
and continue execution with the task which has the conteittetop of the
stack by performing a return from interrupt instruction.

Because of the existence of a deadline timer which geneaat@sterrupt
when reaching zero, the scheduler will always be activatethaoe.

e Data manager- The main goal of the DCOS operating system is to support
a data centric architecture. In such an architecture datalenvalidity of
that data, is considered the most important. Data is whatodyzed and
consumed by tasks and what causes tasks to respond. The atzdgenis
the entity that regulates the flow of the data between thesta$ke data
manager and real-time scheduler combined will act as thposexd data
centric scheduler.
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Each piece of data has an associated data type. Data typea fized size
and have a unique identifier. The operating system maintatable that
holds a descriptor for each data type. Tasks can produce @msiime a
subset of the available data types.

For tasks to have access to data types, the data managetgs@vpointer
to the memory area of the needed data type. To prevent a t@skifeing
preempted while accessing the memory of a data type, daés e de-
clared as resources. This list is then combined with thetiagisesource
list and then the needed inherited deadline is calculated.

The power of the data centric architecture is not having aesheollection
of data types, but how the system behaves when somethinghegpo a
data type. Through a publish/subscribe system the datageammables
tasks to respond (subscribe) when another task alteredaircdata type
(publish). Combining this with the real-time schedulege thsks will only
run when necessary with a guarantee on the real-time epacuti

When a data type is published the data manager has to knovin whibe

entries in the subscriber table have to be released. One dauthis by
adding a data type ID to the subscriber entry and traverseigirthe sub-
scriber table releasing every entry found that has the sénasithe type
being published. The disadvantage is that it would be quite.sA task
may publish several data types which would result in the sameunt of
searches through the subscriber table as types being lpedblisTo over-
come this, the method described in [24] is used. Sacrificismmall amount
of memory, the scheme allows subscribers to be indexedtljireith a con-
stant search time per subscriber, considerably increslsengccess time.

The publish/subscribe mechanism is also used for systenrumpts. When
for example a timer goes off, its interrupt service routind publish a
system defined data type. That way tasks can respond to sgstnts by
subscribing to the special data types.

Dynamic Loadable Modules- Modules are tasks that are compiled sepa-
rately. By having module support in the operating systentdifitations to

an application can be done more efficient. Instead of upg#tie complete
application only a subset of the modules has to be changadtirey in less
data traffic and thus less energy consumed. Another advaigdgat nodes
can be more heterogeneous in the software point of view wi@stlts in
less occupied memory space and better dedicated operaissibpities.

The normal task information has to be added to the modules ddmsists
in: the real-time properties (deadline, period and worsecaPU time),
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the resources the task uses and the access type, the spiecifiddhe data
types it uses, the data types to which it can subscribe.

Modules must be dynamically loadable meaning that the kexare load
a module in its code memory at an arbitrary location and exeitdrom
there. The difficulty with dynamic load-ability is that coitg@l code has
absolute reference to subroutines, variables, etc. Ttvereélocation infor-
mation has to be added to the module. Relocation informagithe& which
addresses of the code refer to a memory location and whattaibory lo-
cation is relative to the start of the code section. Havirag,tthe operating
system can load the module code at any location and usingetbeation
information, alter each address in the code so that the melocation ref-
erenced is correct in respect to the location the kerneldddlde code. The
extraction of relocation information must be provided bg tompiler and
linker for the method to be possible. Post processing isopmgd on the
executable file generated by the compiler to extract theimédion needed
by our system software.

e Module Transfer - A dynamically loadable module (DLM) is transferred
to a node over the radio or the serial port where on arrivals$tored in the
EEPROM. For the communication a packet protocol calBBdOSEwas
developed. GOOSE is a simple protocol in which the DLM is didgd into
small packets which are uploaded individually so that thdencan store
it in RAM temporary before writing it to the EEPROM. When thede is
ready with a packet, it will acknowledge the sender so thextixt one can
be sent. The protocol can be used to upload to the EEPROM ank bf
binary data. In GOOSE a binary file is divided into 64-bytedsta Each
block get its own number to indicate its position in the anaifile, and a
field containing the total number of blocks. For each blocléit check-
sum is also computed. After receiving a block, the receiwetencan per-
form two integrity checks: calculating the checksum basethe received
data and comparing it to the received checksum, and whétkaeteived
block was expected based on its number and the number of dloksbhl-
ready received.

The communication is initiated by the sending party that séhd a request
(REQ) control-code and wait for a response. The receivernedipond
with a ready to receive (RDY) message. The sender will thar sending
packets one at a time. Each packet is started with a startakepédPTS)
code and ended with an end of packet code (PTE) to which tleévexanust
respond with either a packet okay (ACK) or packet corrupt KjlAessage.
If the packet was good the sender will send the next packet end of file
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(EOF) message if it just sent the last packet. If the packsteearupt the
sender will send the same packet again. After sending thefdild marker
the sender will wait for the receiver to send a save and soBA&) code to
indicate that everything was received correctly.

Module Storage- On receiving a module the communication protocol must
be able to store itin the EEPROM. A simple file system is usduktp writ-
ing files and to keep track of where each file resides in the EBWRThe
file descriptor table is ordered meaning that the order ofithelescriptors
is also the order of the files in the data space. Creating a élensisetting
the name of the first free descriptor and setting the offseh@fext de-
scriptor in the table to the offset of the new file plus the sifthe file. In
this way the size of file can be deducted by subtracting itsedffrom the
offset of the file descriptor directly after it in the tablen@ descriptor table
is 4080 bytes large and with a descriptor size of 16 bytesreigns that the
file system can hold a maximum of 255 files.

The file system allows the user to perform some basic opesatibhe user
can for example format the file system, create a file, search fite, read
and write a file.

The used EEPROM has the following characteristic: a bitsgtdan always
be changed to a 0 but not the other way around. For a O to becdine a
again the sector the bit is in must be erased. The only wayaseea file
without erasing files also in the same sector, is copying tiieeesector to
an unused sector and erase the sector the file was in, theiterdver sector
without adding the file to be erased. This means that with dndgctors
available on the target hardware, 25% of the memory woulddsted. No
erase function is supplied but only a file system format. Thibecause
the expected lifetime of the node, however as long as passibkhorter
than the time it will take to fill the entire EEPROM with softreaupdates
considering the imagined application. When the EEPROM imasofull
nevertheless, it is always possible to format the file systachupload only
the latest versions of the modules.

Dynamic Task-Set Alteration - When a node has several modules stored
in its EEPROM, it is possible to have them form a new task-Gdie ex-
ecuted. Every module defines the data types it uses in it$ dada type
table. From these local type definitions the global data tapé has to be
build. The task-set load and merge procedure begins wittegervation of
flash memory for the global data type table. This table isfiitetd with the
data types that represent the system events. After thatreadhble in the
task-set is loaded using the following steps:
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- Every datatype in the module’s local data type table thasdwt exist
in the global data type table is added there;

- The module’s data type usage list is altered so that itsagadue refer-
encing the data types in the global table instead of the loca) and
its stored in flash;

- The module’s resource list is copied to the flash memory;

- The module is loaded. First the RAM and flash memory needdatiéo
module’s data and code section are allocated. After thatibdule’s
code section is written into the allocated flash memory arehitais
patched using the module’s relocation information.

When all modules are loaded the task specification table eamdated by
using the values obtained in the module loading processllfFithe sub-
scriber table is created by searching for each data typeiétare modules
subscribed to it. The data manager and the scheduler canenomtiblized
with the new data type, subscriber and task specificatidedsabnd the the
system is put back online. The system will then execute thetask-set.

e Heap Management The operating system does heap allocation using what
we call the3FSalgorithm. The allocation algorithm searches for the first
free block of memory that is large enough to fit the requestee and
shrinks the free block by that size. The chopped off top ofhitoek is
then marked allocated. When an allocated block is freedntasked free
and if the block just before and/or after it is also a free klthen the blocks
are merged into a single free block so that fragmentatioedsced.

The first advantage of the algorithm is that it only needs glsimalue per
allocated block and two values for a free one on overheadsd kialues
are stored in the block itself. It is no problem to use a bit enoremory
overhead on a free block than a allocated block becauseritisad memory
anyway. Allocating the block frees up its overhead. The o#uvantage is
that it only keeps track of the free blocks and in that way oedithe length
of the linked list and thereby the search time.

To describe a free or an allocated block the algorithm usestyywes of
descriptors. The descriptor of an allocated block consitssingle value:
the size of the block. The descriptor of a free block uses taloes: the
amount of free space in the block and a pointer to the nextdi@ek . The
descriptor of each block is stored inside the block itsé¢lfha beginning of
the block.

When a client requests the allocation of a memory block wiizk 8/ the
algorithm will traverse through the linked list startingtiwvithe free block
descriptor at the start of the memory space and will comgasitevalue
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with M. If size >= M the free block is large enough to hold the re-
guested size and an allocated block descriptor is createdmory address
memorystart + (size — (M + 2)). Thesizemember of the allocated block
descriptor is set td// + 2 and thesizevalue of the free block descriptor
is set tosize — (M + 2). If the free block is not large enough to hold the
requested block size, the algorithm will try again with tlexifree block in
the chain. If there exists no contiguous block of free spaagel enough to
hold the requested size and the algorithm will retNidLL indicating the
failure of the allocation.

When a client wishes to free a previously allocated blockiit pass the

pointer to the allocated block (as received after alloegtito the heap man-
agement algorithm. The algorithm will free this block andritgo through
the linked list of free space to see if the newly freed bloakas be merged
with another neighboring free block.

Drivers - Drivers are software modules that provide an interfacéecser-
vices a device can offer. For the target hardware driveraneeeled for the
radio transceiver, RS232 communication and external EBWRMese are
all character devices meaning that a minimum of a singleattiar can be
read from or written to them. We adopted @S| Xstandard for accessing
devices. With POSIX each device can be accessed throughedtsydtem
using the normal file operations while keeping the amount®f#inctions
to a minimum.

The standard API calls for character and block devices apen, close,
read, write, init, Iseelandioctl. Devices can be used through these opera-
tions as follows. The device has an own unique name withisystem. To
setup the device so that it becomes operationalrttieoperation is called
using the device name to identify the correct device. Thimdst of the
time done only once during the initialization process of tbenplete sys-
tem. When the device is operational a client can try to obaalandle to
the device through thepenfunction. If this call returns a valid handle the
client is allowed to do other operations on the device, atiser not. The
client can themeada stream of bytes from the device andte a stream of
bytes to the device. If the device supports random accestiémtis able to
move the read/write pointer with thgeekcall. Any device specific control,
for example setting the signal strength of the radio traimececan be done
by using theioctl call. When the client is done with the device it calls the
closefunctions to release its device handle.

The operating system does not have a file system and for é&ngdise de-
vices it uses a different naming method than POSIX suggEstsh device
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in DCOS has a unique identifier that is a pointer into a hanidlele. A
handler is located inside the driver and performs the tediusi of the dif-
ferent API calls. When a client for example calls thygenfunction it uses
the device identifier to name the device and the kernel imefeation of
openwill call the handler of the identified device to complete tperation.

Added advantage for this method is that drivers can be maulaaeable,
provided that the handler table can be rewritten, becaydaaiag a driver
only means altering the address of the driver handler reutirthe handler
table.

e Library - For software that is compiled separately from the kerndi; a
brary is provided so that this software can access the Kesydtem calls.
To call a function residing in kernel space from user spaceimally done
through a trap. With a trap the program in user space gerseacgoftware
interrupt that has its handler in kernel space. Based ortée af the stack,
registers or the software vector called, the handler witfqggen the appro-
priate system call in kernel space. The main advantage sfighthat the
user space program doesn't need to know the exact locatidreafystem
call in memory. A library can be implemented by creating alsfoaction
that executes the trap for each system call available.

However, the target hardware for the operating system ldmkdrap func-
tionality. To provide access to the system calls even thentrap method
can be emulated. The address of the equivalent of the keaphtndler
will be stored at a fixed location in memory called tkernel Vector For

each system call a small front end function is created thattha same
definition as the system call, and this front end pushes aitmaumber
on the stack and will direct the execution to the addres®dtat "Kernel

Vector”. The handler comes in effect and looks up the addvétise sys-
tem call indicated by the pushed function number. The hanéi@oves
the function number from the stack, pushes the address dytem call
and returns. The system call is now executed as if it weredallrectly

by the application. The library is implemented by the setoél front end

functions.

e The Shell- The operating system comes with a shell task that can be used
to execute commands on the node. When connecting the nolde setial
port of a PC and running a terminal emulation program the shelides a
command line interface.

Operations are executed by entering two-character comsrfatidwed by
an optional unsigned integer value. The shell will read ab@ars from the
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Component Code size| Global RAM | Local RAM
Necessary componenis(bytes) (bytes) (bytes)
Clock 516 4 8
Data manager 924 6 32
Heap allocator 240 1034 6
Impulse handler 212 4 2
Scheduler 1642 18 26
System init 266 0 2
Sub Totals 3800 1066 76
Optional components

Console 344 84 14
Device mapper 282 2 4
EEPROM driver 1246 4 26
EEPROM FS 1000 0 28
Flash FS 412 0 16
Goose receiver 622 14 28
I2C driver 428 16 10
IO Expander driver 158 1 6
LCD driver 1158 8 28
LED driver 226 0 6
List template 1228 0 16
Module routines 1018 0 160
Radio driver 2510 72 16
Serial driver 492 24 14
Shell 1226 12 32
Symbol table 58 0 0
Task-set reconfiguratgr 1068 0 124
Timers 500 20 10
Totals 17776 1317 614

*Including 1024 bytes heap space

Table 4.4: DCOS memory usage list
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Criteria DCOS TinyOS PEEROS | Salvo

Scheduling method Preemptiveg FIFO Preemptivg Cooperativ
buffer

Task switches per second | 12500 40000 4000 40000

Maximum number of tasks, eaespace | ynknown | 256 unknown

Maximum  number  of % unknown | 10 unknown

scheduled tasks

Maximum task runtime 002 unknown | oo 00

Available ROM 61440 8192 61440 61440

Available RAM 2048 512 2048 2048

Kernel ROM 3800 432 4344 1550

Kernel RAM 32 46 78 48

Dynamic task priorities Yes No No No

Resource access protocol | Yes No No No

Dynamic memory allocas Yes No No No

tion

Dynamic loadable modules Yes No No No

D

1 Using a MSP430 running at 8 MHz

2 If the scheduler quantum guarding option in enabled thigéiguould be 2s
3 Using Salvo tuépro

4 Excluding the heap space

Table 4.5: DCOS compared to other sensor network operagstgras
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serial input into its command line buffer until it receivesariage return.
When the carriage return is received it parses the commaedliffer to
check ifitis correctly formatted. If so, the shell will loakp if the command
value is a valid command. The shell executes the commandsivalid or

returns an error message otherwise.

The current available commands allow the user to inspeatuhently ac-
tive tasks, to perform operations on the modules availabiee EEPROM,
etc. The command set can be easily extended.

4.1.6 Conclusions

The prototype operating system that we developed fulfidgals of support-
ing a data centric architecture and meeting real-time caim$ at the same time.
All of these are done using the limited resources of our dgreent platform,
leaving enough space for user applications.

The operating system uses a minimum of memory resourcesTadde 4.4.
The global RAM indication shows in fact the needed RAM for libeal variables
while the local RAM indicates the maximum stack size needed.

In Table 4.5 a comparison between DCOS, TinyOS, PEEROS avd &a
given.

Looking at the comparison table it can be concluded that DG&Sa higher
context switch latency and higher ROM usage than TinyOS atebSbut offers
more functionality. PEEROS has an even higher latency tha@®® while using
about the same amount of ROM and more RAM.

The kernel supports the loading of executable modules éramp memory
locations and offers the application programmer dynamimorg allocation, an
easy to use list template, and drivers for the devices oneéhem node. The
operating system is robust as well as user-friendly.

The conclusion of this section is that by using the concegatd centric archi-
tecture in combination with the featherlight schedulingesoe proposed in [20],
it is possible to create an operating system suited for essesensor networks. Its
capabilities outperform by far the other best existing afirg systems by using a
comparable amount of resources. DCOS was the startingfooittie commercial
product named AmbientRT [16] and is already used in sevesaarch projects.
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4.2 \Wireless sensor networks simulator

In this section we introduce a new simulation template foeleiss sensor net-
works. It is built upon the OMNet++ [42] networks simulaterdhit contains the
main features needed for simulating protocols designelhfge ad-hoc networks
of autonomous nodes with sensing capabilities.

The template provides besides the easy integration of nel® aagraphical
interface useful for debugging or illustration purposed ancollection of tools
that help modifying or implementing new features in an easyion.

4.2.1 Related work

Before describing the main features of our template, letrastiike a look at
the other existing alternatives and explain why we choseet@ldp a new tool.
The authors of [17] present an overview of some of the toadsldsr simulating
distributed wireless networks. We will remind here the mipgiortant ones:

e ns-2[30] - imposed itself as a standard for network simulatiottsis a
very trusted simulator, supported by both US Defense Adsdiitesearch
Projects Agency and US National Science Foundatiogr2is a discrete
event simulator organized according the OSI model and pilyrdesigned
to simulate wired networks. Several implementations bnbextensions
for simulating wireless networks with mobile nodes [25,.2§-2is written
in C++ and can be configured by using OTCL (a version of objeented
TCL) scripts. While configuring a simulation using alreadypiemented
algorithms is as simple as creating a scenario file, not threesaan be said
about implementing a new algorithm and adding it to the satwul This is
guite a challenge for the beginner (the lack of proper docuat®mn making
it even harder). The simulator needs a lot of resources toltimas a prob-
lem of scalability as networks of thousand of nodes are lasthtulate.

e GloMoSim [45] - is another open source simulator. It is designed tallean
the simulation of tens of thousands of sensor nodes. It igemrin Parsec
and hence can be run on shared memory symmetric processputEns
To solve the scalability problem, GloMoSim partitions tretwork in dif-
ferent balanced sub-networks and runs each one on a differecessor.
Then it usesnode aggregatiorby implementing models of the networks
layers that nodes are able to share (they do not create amaestat each
node, saving this way important resources). The commuaitéetween
the various entities is done by using time stamped messagéa discrete
time event simulator).
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e OPNet[10] - is the most widely used commercial simulation envireamt.
It is a discrete event simulator that was first proposed by MIT986 and
converged to a commercial tool containing an extensivefiptotocols for
network simulation. The accuracy of ad hoc networks sinutatas been
already questioned [8], as it shows completely differestlts from the
previously presented two simulators.

e OMNet++ [42] - is a general purpose discrete event based simulaizanl
be used to simulate any sort of network and in particular les® ad hoc
networks. Although it is designed in a clean manner and hissive doc-
umentation and examples, the extensions for wireless s@esaorks are
still in their infancy. Several extensions (such as [12]seallowing wire-
less sensor networks to be simulated. It is written in C++lza®lextensive
visual debugging capabilities. Although it is an open seysoject sus-
tained by a large community, lately, a commercial versionlteen released
[41].

Apart from the previous examples, a lot of other tools havenbaeveloped.
From the most well known ones (often extensions of wired nets/simulators)
such as: QualNet [31], NAB [18], J-Sim [26], SWANS [3], etaicito the specific
frameworks developed in the major projects dealing withrseemetworks (e.g.
[39]) there is a wide range to choose from. The major disatdepes of all these
simulators are that they are either too general, such teanthlementation of a
specific protocol requires the user to write also modelsHedayers it makes use
of, or too specific, making the implementation of a specifm@col very difficult.
Probably the wireless sensor networks simulators will eoge to a small subset
when it will be decided upon a standardized set of protoalistused.

4.2.2 Simulation template characteristics

The initial code for the mobility framework was developed the EYES
project, in order to have a unified simulation platform to @ame and integrate the
algorithms developed by the various project participanke original framework
has been extended to a more general framework, solving sbihe problems
raised during the early stages. In the following we presentesof its most im-
portant features:

e Wireless communication emulation- OMNet++ does not contain native
support for wireless communication. The messages are sditks con-
nected to the ports of the various entities. We emulated ihelegs con-
nectivity by dynamically creating/destroying of the commuation links
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between the entities based on their position in a two dinoeriplane and
of the concept otransmission range This model is easy to implement
and runs very fast. A full channel model can also be easilyjempnted,
but unfortunately that will make the simulation more slovwpphkoximating
the packet error rate is under investigations and severdetadbased on
the transmission range concept have been proposed [36FheAdimula-
tor level, a central component holds the connectivity matfi the entire
system. This global view is available to the user for staggpurposes, etc.

e Mobility framework - The nodes of the network are assumed by default
to be mobile. Their exact trajectories can be specified inrdigoration
file, using one of the tools associated with the simulator.iMf@emented
the Random Waypoint Model, taking care of the speed decaylgmmoas
suggested in [44]. Based on the granularity of the simufdtiioe, the mo-
bility file is generated before the actual simulation andlmareused, saving
important simulation time (its computation is resourceirgive especially
when it is done based on a messaging system). The mobiligrggan tool
will be enhanced to include some other well known mobilitjtgans [7].

e Protocol sessions and statistics collectionA lot of effort goes into the
description of a distributed algorithm for the identifigatiof the session of
the protocol. Usually the data structures are duplicatece&zh instance
of the same protocol running in the network and each compordefines
the management of the local database. We proposed an apprbece
the user can choose for the simulation software to take datl@issue
automatically. Each instance of a protocol is uniquely tdien and the
database maintenance (adding the data structure of onerseseting the
expired sessions, etc.) are done automatically. Closkliecto this issue is
the problems related to the statistics data collection.cfapiezed functions
are provided to the user to make this operation easy and toratically
manage the database of collected data.

e Library of components - One of the issues with the OMNet++ simulator
is the fact that there is no standard library of componentdotAf work
goes into combining modules belonging to different appicces. Design-
ing the modules according to the data centric architectunpsies that all
the modules will have the same set of connections and wiladeaevhich
data types they make use of or they produce. This brings theeq of
building library of protocols one step closer to reality.

e Processor model We have implemented a module that can be extended
to emulate the used processors on the development boardsma@kes it
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possible to compile the protocol code with the compiler eisged with a
specific processor and then input the executable in the OMiN®mulation
framework. This feature adds a lot of advantages (nevexskeatith the cost
of some additional processing power): the synchronizdistween sensor
nodes can be accurately modeled, the costs of the tasks estitpated, the
code needs to be written only once for the simulator and femhrdware
platform, etc.

e Energy management- The energy management function is integrated in
the simulation code. Modules can declare an estimate ofrieegg they
consumed for performing a certain operation and the sinomdétamework
monitors the traffic over the wireless interface. These twamanisms com-
bined with a model of the power source plus optionally poveztvenging
techniques make possible to have at all times an estimatedrergy re-
sources inside each sensor node and thus to design protioabfaake use
of this information.

e Failures - The wireless nodes are subject to different kinds of faguiThe
simulator allows to define failures for individual noded|uees that affect
regions of the map, etc. using a simple map definition meshaniThis
mechanism can be used also to define interferences, sodrsiggal for
the sensing simulation, etc.

4.2.3 Conclusions

The simulation frameworks that we wrote is an important foolthe devel-
opment of protocols for wireless sensor networks. It aigsdbveloped to easily
detect the bugs in the protocol design by the use of an extensser friendly,
graphical interface and the support of a powerful logginginagism.

We have already used this simulation template to developemstthe large ma-
jority of protocols developed by the Twente University aigrithe EYES project
[33]. The second version of the tool is being used in a vaétgsearch projects
including the Smart Surroundings project [34].

4.3 Conclusions and future work

In this chapter we have described two ways in which the dattricaarchitec-
ture can be used in the field of wireless sensor networks, figaieig an operating
system and a simulator based on it.
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In the first part of the chapter we have described DCOS, a nenatipng sys-
tem targeting sensor networks. It offers superior cap#slio the already exist-
ing operating systems at a comparable resource cost. DGSi@s also a novel
scheduling scheme allowing users to make use of real timargsincluded in
the system. It is interesting to notice that the system igydesl having the event-
driven architecture in mind and is optimized to be energygigffit (small running
time overhead, efficient mechanisms offered allowing soperotocols to be im-
plemented, idle processor time spent in power down modes).

The second part of the chapter described a simulation framewe have
developed on top of the OMNet++ simulator. The simulatomiesvork allows
the user to test the behavior of a large network of mobileles®nodes, reducing
the time spent for designing and testing of distributed mllgms.

The future work consists in improving the operating systgnedrrecting the
scheduling mechanism to include the influence of the scleedtgelf in it. The
current work is focused in the integration of the two toolststhat the operating
system behavior can be simulated also in our framework.
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Chapter 5

Localization techniques

This chapter focuses on the localization problem in digtgld wire-
less sensor networks. In the first part, the current statheofitt of
the field is presented (algorithms, prototypes and invanpiatents).
Next, three related research topics are presented: a jorebessed lo-
calization algorithm for static networks, the statistiss@ciated with
random deployment of nodes in the one dimensional spacevand t
statistically enhanced localization schemes for statiooeks.

For a sensor network to work as a whole, some building blodexirto be
developed and deployed in the vast majority of applicatidesically, they are:
a localization mechanism, a time synchronization mechariad some sort of
distributed signal processing. A simple justification carttat sensed data hardly
has any meaning if some position and time values are notadnlaiith it. In the
following we will focus on the localization problem in semsm@tworks.

The self-localization of sensor nodes gained a lot of atienately [8, 22, 30,
10]. It came as a response to the fact that Global PositidBysgem (GPS) is not
a solution due to high cost (in terms of money and resourcekit & not available
or provides imprecise positioning information in specialieonments as indoors,
etc. Information such as connectivity, distance estinmatiased on radio signal
strength information (RSSI), sound intensity, time of ftiglingle of arrival, etc.
were used with success in determining the position of eade mathin degrees
of accuracy using only localized computations.

The position information once obtained is not used only f@racterizing the
data, but also in designing better networking protocolseiample, leading to
more efficient routing schemes based on the estimated mositithe nodes [57].
At the same time, obtaining the position information at eactie can be seen as
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an application as such.

In this chapter we will focus on various aspects of the |azdion problem.
Section 5.1 presents the state of the art of the field. We wiidifly describe the
available theoretical results, the most well known exgpnototypes and also the
registered (most relevant) invention patents relatedisotdipic.

The following three sections are dedicated to the improvamef existing
techniques. Section 5.2 focuses on distance-based algariapplicable in the
situation when something is known about the precision ofdistance measure-
ments. Section 5.3 focuses on randomly deployed sensoworietvand builds
on top of this simple assumption - the one dimensional depéyt case is stud-
ied and the already existing results are discussed for tbedimensional case.
General theoretical results are derived and then applisddexisting algorithms
producing significantly improved results (Section 5.4). eTé¢hapter ends with
conclusions, directions for future work and our personsibbr about what should
be the ultimate localization protocol.

5.1 State of the art

The localization problem has been studied for a long timeranéntly a shift
of interest towards it has been initiated. The most well kme@ystem in use is
the GPS [42]. Both military and civil parties can make usetoéind its success
has already been verified: hardly can anyone envision a madarthat is not
equipped with it. A second system is currently being testediraade ready for
deployment. The first two satellites of Galileo, the Eurapearsion of GPS, are
being under test and will be launched next year (2006).

Localization in indoor environment is still a problem to baved (take for
example a large airport or a conference hall). Basic saistinclude deployment
of large numbers of guiding signs, interactive maps andrinédgion points. As
Wireless Local Area Networks (WLANSs) gained more imporamowadays, a
new system has been envisioned and started being comnmzdildtely. Users
carrying laptops or Personal Digital Assistants (PDAs)@ampute their position
by analyzing the characteristics of received radio sigmainfthe base stations
and use these estimated distances together with the map béte stations. This
system it is still in its infancy (although commercial pratkiare already avail-
able), the precision of localization being quite low but lpably the technology
will become more mature in the future [12].

Another alternative for finding ones position is by the usaféhe mobile
phones. By combining information from several base statitime position of a
person carrying a mobile phone can be estimated with cattgjrees of precision
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if the device is online. Unfortunately, privacy and seguissues raise, stopping
this technology from being used in applications availablegular users.

The localization problem from the point of view of wirelesnsor networks
is very attractive and interesting to study. These netwbek® as main goal mon-
itoring features of the environment, so, collecting datt&r basic motivation to
exist. As data has hardly any meaning if information on lmraand time is not
provided with it, localization schemes are one of the bakicks of this technol-
ogy. Security and privacy are also addressed, mainly bygusimart lightweight
encryption schemes or completely passive environmergsu@br can locate him-
self using the ad-hoc infrastructure, while the infrastuoe can be designed in
such a way to be restricted from knowing anything about tleesisosition).

5.1.1 Prototypes and invention patents

The most well known positioning system is GPS [42]. It workswwell in
open environments where the direct line of sight betweenskeand the satellites
exists. Before its time, systems such as MIT’s Loran pasitig system [42]
(using time difference of arrival of radio signals) and 8&¥2] (first operational
satellite based navigation system using the measuremeittits Doppler shift of
signals received from the satellites) have been used.

Unfortunately, devices incorporating GPS receivers davaok inside indoors
environments because of poor radio reception, they consulmieof energy and
require a substantial amount of time to determine positiith Wigh accuracy.
These are just a few reasons that make GPS unpractical feleadr sensor net-
works scenarios.

Wireless sensor networks and distributed embedded systegeneral gave
researchers lots of ideas about how to solve the localizatioblem. In the fol-
lowing we give a short list with existing prototypes (pleaséer to [36] for the
full survey):

o GPS-less systeniB] - designed by Bulusu et al. The system is suited for
small, low cost devices deployed in an outdoor environm@ihie system
uses RF-based signal technology and proximity based posstimation.

It is expected to work indoors as well but with a decrease queacy.

e Active Badge[56] - is one of the early centralized indoor personal lcaati
systems that makes use of infrared technology. Each penstireioffice
wears a badge that emits infrared signals captured by thesinficture and
routed towards a central master server. An example apiolicaias routing
the phone calls towards the closest terminal and it was asscc
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e Active Bat [24] - came as a response to the fact that the Active Badge sys-
tem is not able to provide fine-grained tridimensional laratnformation
which is needed by many applications. The Active Bat systeakan use
of ultrasound technology to estimate distances and to ctenjne exact
position of thebat. An accuracy oBcm has been reported.

e Cricket [45] - is a proximity based localization technique. Tistenersare
able to determine to which subspace of the environment teynlg based
on the information received from the infrastructure andrfrihe distance
estimates (these are computed from the difference of atmweas of a radio
and ultrasound signal).

¢ RADAR [3] - makes use of the characteristics of the radio signabtate
the user indoors. A centralized system gathers signalgttndrom multiple
receivers and performs triangulation to compute the posif the user.

e Pinpoint 3D-iD [44] - is similar to the RADAR system but it is more ex-
pensive. It makes use of proprietary base stations and talyvhee. The
accuracy is between one and three meters.

e SpotOn[25] - the distance between tags is estimated using RSSIsy$e
tem is designed to make use of the wireless devices to gedtavesposition
rather than using some fixed infrastructure.

e SmartLOCUS [27] - uses differential time of flight of radio signals and
ultrasound pulses to determine the distance between thesndtdyields to
accuracies between— 15cm.

e SmartFloor [41] - identifies people based on the characteristics ofr thei
footsteps. The system tries to recognize a user as accugratesaible. The
hardware infrastructure brings nevertheless a tremencimats

e Ubisensg53] - uses ultrawideband technology to locate objects a&uple
targeting an accuracy @bcm.

e Landmarc [37] - is a system that uses thadio frequency identification
(RFID) technology to locate objects within buildings. Thestem com-
prises RFID tags and RFID readers.

e Easy Living [29] - is a system developed by Microsoft and uses Digiclops
real time 3D cameras to provide stereovision-positioniagability in a
home environment. The scalability of such an environmeltitriged (as
in most of the previous cases) by the needed infrastructure.
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There has been a large number of inventions published inrtee @f local-
ization systems. For example, the work described in [15gmés a distributed
positioning system, based on possible directions of thedioate system but does
not provide performance results and is inherently comp@ther systems try to
avoid these limitations.

We can classify these systems in two categories. The firsgoat includes
the systems where the infrastructure detects the objeat@mgutes its position.
As examples we can cite an electromagnetic system for deexfta passive tag
within a room (described in [19]), a multiple pass locatioagessing method [20]
and a system for monitoring the position of at least one ponif an object based
on magnetic fields detection [14].

The second category includes systems where the objedtdistglrmines its
own position by inspecting the existing infrastructureaBwples include a system
with uniquely identifiable beacons placed in the environnig8] and an infrared
beacon positioning system [21].

Radio systems for locating mobile devices are describededis Whe infras-
tructure determines the position of an object based on the-tifference of the
received signals [16] or by interpreting the charactersstif the received signal
[17].

5.1.2 Algorithms

In this section we will describe the most well known methosisdiin position
determination. A strict classification is difficult due teetfact that the algorithms
are developed having in mind different application scergiihus making use of
different starting hypothesis. A survey of the most usethnéges is given in
[40].

When talking about localization algorithms, there are s@veommon char-
acteristics one can take into consideration before makipgigment. First of
all, the localization algorithms can lmentralized distributedor localized By
centralized algorithms we understand algorithms wheréhalcomputations are
performed at a single central point. This node has to colédhe data from
the network, compute the positions of the other nodes anateaky distribute
the position information back to them. The obvious disatlges are the huge
communication costs and the computation power requiredeitteeless, the pre-
cision of the position estimates computed by centralizedllpation algorithms
is always superior to other algorithms. This is due to the faat the central
node has a global view of the whole picture and can apply nefEm phases to
improve the computed positions. Distributed localizatidgorithms make use of
several computing and communication capabilities, withulual advantages of
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not relying on a single point of failure, not requiring a sipdized central node
and balancing the load by making use of a geographicallyibliged resource. A
localized algorithm is not only distributed, but makes usly @f local data, each
node having to communicate just to nodes situated in a ldwigion.

Localization algorithms can be classified also in range-figorithms (algo-
rithms that do not make use of specialized hardware to parftistance mea-
surements) and range-based algorithms (algorithms malseg@f measured dis-
tances between the nodes to compute positions). Intyititted distance-based
algorithms should perform better that their distance-fmenterparts. This fact is
not always true, due to the fact that any measurement cengaiors as well. If
the precision of measurements is bellow a certain threshiodsh not using mea-
surements at all provides better results [39].

Another way to look at localization algorithms is whethegyttprovide local,
relative or absolute coordinate systems. An absolute comielsystem has global
coherence and is desirable in most of the situations. THgedtams are in gen-
eral expensive in terms of communication cost. Relativetipoéng establishes
positions in a coordinate system specific to the network. diitained locations
still provide network wide coherence. Local positioninguras relative coordi-
nates to a limited set of nodes (usually the neighbors) atpsle®mmunicating
parties to position themselves relatively to each other.

Before presenting the most well known methods, let us ptesdrasic lo-
calization mechanism, which can be found as the main uniderigea in many
localization schemes. The method is calleration Let us assume the case of
a two dimensional space (see Figure 5.1). Assume that tidashp2 and3 know
their coordinates (throughout this thesis we will refer tloelesl, 2 and3 asan-
chors beaconsr seeds Assume now also that the exact distances between the
nodeA and the other three nodes are known. This information is gimtaudeter-
mine the coordinates of th& node using simple geometry (as the intersection of
the circles centered ih, 2 and3 having as radius the known distances).

Unfortunately, in reality, the exact coordinates and tistedtices are not known
exactly. This prevents the three circles to intersect. dtegiapproximation meth-
ods have been developed to estimate the intersection ploirihe right side of
Figure 5.1 we have represented the simplest approximatlancircles are re-
placed with rectangles. The estimated position is consitiéinie weight center
of their intersection. Usually more complex schemes malkeafideast squares
approximation to find the point.

Now, let us take a look at some available methods:

e Convex optimization[10] - was one of the first localization schemes avail-
able. It treats the localization problem from the point oéwiof linear
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Figure 5.1: Lateration as localization technique

programming and semi-definite programming. The varioustramts re-

lated to the relative positioning of nodes can be represeagdinear matrix
inequalities. The advantages of this centralized scheméehat the dis-
tance and angle information are simple to model and theisakiprovided

are optimal. Efficient computational methods have alreasbnldeveloped.
The disadvantages are specific to the centralized methods.if@portant

thing is that the bounds of the computation complexity amkm(quadratic
respective cubic in the number of connections).

¢ Multidimensional scaling (MDS) [52] - is a very robust (centralized in
principle) positioning technique leading to results sigreto most of all
the other existing alternatives. Several versions of therithm have been
developed: both range free and range based, centralizddealided. They
can produce both relative and global coordinates. The mdthds an em-
bedding in lower dimensional space for a set of objects dbarnzed by a
pair-wise distances between them. Theoretical bound$iéocomputation
complexity exist (cubic with respect to the number of nod&sk localized
version of the algorithm [51] can deal with nonuniform topgies and has
a reduced computation complexity.

e Lighthouse system[47] - the positions of a whole field of sensor nodes
can be computed using only a sindighthouse deviceapable ofseeing
all the nodes. This device performs two functions at the same: col-
lects data from the sensor nodes and helps the nodes taopdbgimselves.
Unfortunately, the hardware requirements are quite mstei the system
requires each node to be equipped with a photo detector alutla cThe
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very precise locations provided by the algorithm are shaddvy the strong
assumption of line of sight between the central device aot sade.

e Ad hoc localization system (Ahlos)49] - defines and combines several
types of multilateration. Its main strong point is that ieigompletely dis-
tributed protocol. Its weakest point is that the number afdezl anchors
should be very large for a good result. The algorithm is mgg@fuone
initial phase when nodes that can communicate to sufficiechhars com-
pute their position using lateration and then behave likehars (iterative
algorithm). Some nodes are not able to compute their poditiis way, so
they organize in collaboration groups. The algorithm matyalvays con-
verge, so a number of nodes will never be able to compute plositions.
Additionally, the algorithm is dependent on the accuracyhef distance
measurements.

¢ Ad hoc positioning systems (APS}40] - are a combination of two major
ideas: distance vector (DV) routing (information is fordrad hop by hop
from each anchor in the network) and global positioningesysteventually
each node will compute its position based on the positiomechars and
distance estimates). The localization schemes belongitigs group make
use of connectivity, distance measurements, angle ohestimates, com-
pass information - six possible combinations make sensevane studied.
Although the algorithms span through all the localizatitgoathms cate-
gories, the main disadvantage remains that they targét setivorks, the
DV component requiring a high cost in terms of communicatiotihe case
of mobile nodes.

e Self positioning algorithm (SPA)[9] - is a relative positioning algorithm.
The coordinate system is determined by a location refergragp (LRG).
Nodes exchange information with neighbors to determinersgorder neigh-
borhood information (connectivity and distance estimat€ke next step is
to construct local maps based on this information. LRG hefpmnting all
the maps by aligning all the coordinate systems.

e Local positioning system[38] - extends the ideas used by SPA. It develops
a method for nodes to use some capabilities (ranging, angleieal, com-
passes) to establish local coordinate systems in whicimatigdiate nodes
are placed. It is then possible to register all these coatdinystems with
the source of a packet (positioning is achieved only for theas participat-
ing in forwarding of the packet).

e Sequential Monte Carlo approach[26] - is an adaptation of the Monte
Carlo positioning techniques used in robotics (where it alesady used in
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target tracking, robot localization and computer visidh)s a scheme tar-
geted especially at scenarios including mobile nodes. éArelis model of
time is used. During each step of time, two phases take ptapesdiction
phase (new position estimates are computed) and a filtenagegy(the posi-
tion estimates are filtered and the solution space mightisamgpled). The
results given by this localization schemes are completeinter intuitive!
It basically shows that mobility improves localization ut#s at a reduced
communication and computation cost. More amazing, theraigcheme
is range-free and the initial work shows results compartiee distributed
localization schemes for static scenarios.

Other approaches exist as well. For example, recentlylikaten was ap-
proached also from the point of view of graph theory. One matae result
shows that from complexity point of view, graph embedding isIP complete
problem, so the optimal exact solutions cannot be computgalynomial time
[34]. Apart from this result, a localization scheme was jwsgd for the one di-
mensional case [7]. For the two dimensional deployment,caseries of proper-
ties have been identified but no notable result is availatiteeEanoment of writing
this thesis.

5.2 A precision-based localization algorithm

In this section we introduce a new distributed algorithmdaation discovery.
It can be used in wireless ad-hoc sensor networks that aipppiwith means
of measuring the distances between the nodes (like thesityesf the received
signal strength). The algorithm takes the reliability ofamerements into account
during calculation of the positions of the nodes. The simmoaresults of our
approach yield 2 to 4 times better results in position aayuthan other systems
previously described. This level of performance can behedaising only few
broadcast messages with small and constant size, for edehimthe network.

5.2.1 Assumptions

The specific platform that our proposed system is intendeis that of a sen-
sor network that can be deployed at random, consisting obss(ply very large)
number of similar sensor nodes, and only a very small amolubage stations.
The sensor nodes will be small, cheap and battery operatédshort range ra-
dio frequency (RF) communication hardware, simple (slovgraprocessors, and
additional sensing hardware.
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Due to the nature of these nodes, some important design fprelse algo-
rithms used to provide the localization data have been iiiht much like the
algorithms described and compared in Langendoen et al. B0¢h algorithms
should be truly distributed, as well as self-organizingpust and energy-efficient.
This means that the calculations should be made on eaclidndhnode, using as
little as possible computation and especially commuricativithout relying on
any fixed infrastructure or network topology, and being ableope with changing
conditions, such as node failures.

A small subset of the nodes in the network, called anchor o initially
know its own location, expressed by its coordinates reddtihvsome network-wide
coordinate system, either by manual configuration, or bygusther location sens-
ing techniques requiring extra hardware, like for exampRSGAIl other nodes
will initially not know their location. Anchor nodes are assed to have the same
hardware capabilities, so factors like communication bdp&s and energy con-
sumption considerations will be equal to non-anchor nottbsally, these nodes
should be spatially distributed equal across the networén ehough in certain
application areas this might not be the case, or cannot Elrapon. Certain
flexibility towards this property has to be assured by thaliaation algorithm.
To minimize on installation and maintenance effort the ticacof anchor nodes
in the network should be really small, and the location dthor should be able
to deal with this small amount of anchor nodes.

The results presented in this section only focus on sitnatith fixed sen-
sor locations, since this already proves to be enough of Becigg. Other en-
vironmental factors, like the positions of objects in betwehe nodes, might be
changing, however, resulting in varying readings of reegisignal strength indi-
cation (RSSI) measurements between pairs of nodes atatifféimes. Systems
where the nodes are mobile can use the described algorithopslate the nodes
positions continuously if the movement rate is within ciertzoundaries.

5.2.2 Precision of measurements

As the basis of an algorithm to determine the location of aenedme mea-
surements have to be available. With the typical sensororktivardware and
network structure, the RSSI can be used to obtain an indicatbout the distance
between a pair of neighbor nodes in the network. The spedfitutations to
translate the RSSI readings into the distance towards tidirggnode will not be
addressed in this thesis. It is assumed that such a catmulzdin be made and is
available to the algorithm presented herein.

In general, if the distance to at least 3 neighbor nodes isvhnas well as
the locations of those nodes (for example because they atoanodes), the
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position in 2-dimensional space can be computed usingguiation calculations.
Unfortunately, especially in indoors environments, thstatices obtained from
the measured RSSI will be quite imprecise, because of thegaohd multi-path
effects of the radio signals meeting with the various s@$aa the surroundings
of the node. According to [6], this error can be as large as 60%e measured
distance. The error of the measurement does however contbanGaussian
distributed random variable. As a descriptive value of ttreredistribution the
standard deviation can be used. For maximum errors of 5084rteans standard
deviation of about 20% of the distance. This value will berefd to further on as
7. Different environments with other error characteristié8 result in different
(possibly smaller) values of:

By itself, with distance errors of this size, the computatiorough triangula-
tion will contain a large error as well, especially becausthe accumulation of
the errors in subsequent calculations. This might renderdhbult of the calcula-
tion practically useless. However, by using the connegtisd the network, which
is usually more than 3 neighbors per node, the redundantwindtwork can be
exploited to improve on the results of estimating a nodeatlon. Other factors,
such as the known properties of the error distributions, @sas obtaining mul-
tiple measurements between pairs of nodes instead of jestcam be taken into
account as well to try to obtain a reasonable precision oftimeputed location.

5.2.3 lterative multilateration

For nodes with more than the minimally required 3 neighboits Wnown
position, the "iterative multilateration” method, dedxd by Savvides et al. [49]
can be used to calculate the position with smallest errocaBge of the known
error distribution of the distance measurements, the efrtite obtained location
can be calculated as well. This can be modeled as a Gausstabutied random
variable, denoting the probability of the real location loé hode to be within a
certain range of the computed value, expressed with thelatdmeviation of the
error distribution. In other words, the standard deviagernves as a measure of
the precision of the location estimation.

This newly calculated position, combined with its preaisioan now be used
in subsequent calculations for other still undeterminedieaso The nodes that did
not compute a position yet, will have to take into account @& uncertainty of
the newly located nodes in their computations. In fact, thél/start by com-
bining the uncertainty of the distance measurements anadtihe position esti-
mates. When still undetermined node obtained at least threge measurements
to already determined neighbor nodes, it can itself caledta position. This it-
erative multilateration can be used again to refine a nodesgipn, when more
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neighbor nodes have their position calculated, or aftemtsighbor nodes have
obtained refined position estimates.

This approach of refining a node’s position based on the nmmedsanges to
neighbor nodes is used as well in the refinement stage of gteraydescribed in
[50], but because a precision value of a node’s initial paisiis known as well in
the scenario described above, initial position estimate®n-anchor nodes can
be used to calculate a position estimate of undeterminedsad well. When
a possibly very imprecise (with large standard deviatidneglocation estimate
is used in subsequent estimation calculations, the lange & accumulated in
the results of the new calculation. Though, this result @vjoted together with
an even larger standard deviation of the position error ingatihat the lower
accuracy is provided with the result of calculation.

The problem that still arises is that at the start of the liocatliscovery al-
gorithm, only the anchor nodes will have a known locationtigvimfinitely high
precision). If there is a small fraction of anchor nodesnttieere will be many
non-anchor nodes with fewer than three anchor nodes asdineat neighbors,
making it impossible for them to calculate their positiohss possible though, to
obtain a distance to the anchor nodes from all non-anchas)dy using the dis-
tances measured at the intermediate hops on the shortesopstch anchor. The
multi-hop distance can be obtained by multiplying the suralb$ingle hop mea-
surements by a precomputed bias factor (the standard aevagsociated with it
increases linearly with the number of hops).

5.2.4 lterative weighted least squares estimation

The calculations of a node’s position from a set of range measents be-
tween the node with unknown position and a set of nodes withvkror estimated
positions can be performed in a way similar to that of GPS {3&] the "iterative
multilateration” described in [49]. The main differencetlwthose systems and
the one proposed here is that the precision estimates oditahv@lues, expressed
as a standard deviation of the error distribution, are akert into account in the
whole calculation. This section deals with the descriptibifne Iterative Weighted
Least Squares EstimatighWLS) used in the proposed system.

Starting from an initial estimation, an improvement vecgsocalculated itera-
tively and added to the previous estimation until the impraent vector is smaller
than a certain value. This vector is obtained through a wedjteast squares es-
timation:

wAx = wb (5.1)

wherew is a weight factorA is a matrix, and andb are vectors.
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To calculate the improvement vector we take the true peositicthe node to
be calculated as = (z,y) for a 2-dimensional system, & = (z,y, z) in the
3-dimensional case. The initial estimation of the posiiodenoted ax®’ and
the positions of the: neighbor nodes as;, for i = 1..n. The measured ranges to
those nodes can be denoted@as= ||x; — x|| + €;, ¢ = 1..n, with ¢; denoting the
measurement error, and the node’s true positioxas:x“’ + ix.

In the same way, the distances to the estimated positionrate= |x; —
x|, i = 1..n and

ori =1 — e = ||x; — x*" — 0x|| — ||xi — x| + ¢
. ~sest
or; ~ —w 0x+6=1;-0x+¢,1=1.n (5.2)
i — x|

with 1, the direction vector of length 1 from the nodes estimatedtiposto node
1.

edge2
i

For each range measurement weightw; = 1/4/0 + o2 js calcu-

lated, wherer“*? is the variance of the range measurement to ripdedo? %2

is the variance of the position of the node

Matrix A consists ofn rows, each filled with the direction vectar, one for
each anchor node involved in the calculation. Vettds constructed as a column
vector filled with the valuesr;, one for each anchor node. Note that tiie row
of the matrix A needs to correspond with thigh row of vectorb with respect
to the anchor node the values are calculated off. The leastreg solution of
equation (5.1) will then look like this:

1wy 0Ty - wy
=] 53)

1, - w, 0Ty, - Wy

This way the improvemerdix is calculated. In general, the least squares solu-
tion of x for Ax = xis: x = A- C - b” whereC = (AT - A)~L.

Using covariance matriX’, a square matrix with the number of rows and
columns equal to the dimensionality of the system, the reostandard deviation

is calculated as:
oae 1
onode — /522% (5.4)
i

When the estimated position of the nodes is calculated kike the optimal
location will be calculated, based on the given ranges tgasdions of the neigh-
bor nodes.
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Figure 5.2: Bias table values farg andor

5.2.5 Multi-hop distances

Calculation of the distance between two nodesnd B that are connected
only by a path of more than one hop can be performed indire@ly each hop
along the shortest path between the nodes, the range ams$ponding standard
deviation are measured. An estimation of the distance aacigion betweer\
andB can be made, however, by taking the sum of all these rangesdistance
calculated this way, called,, will usually be larger than the true distance between
the two nodes, and the standard deviation will be larger tharsummed single-
hop standard deviations,,, because of the error introduced by the less precise
calculated distances. A better estimation of those valaase made, however,
by statistically analyzing large sets of these summed measents.

Every measured summed distange can be seen as a sample of a random
variableR,. . If this variable is of Gaussian distribution, it serves agpad bases
to obtain estimation of the actual distance. The expectke\a R, is the mean
of the distribution,F(R,, ) = ug. NormalizingR,, by the measured distaneg
results in a normalized random variali)e= R,,/r,, for all values ofr,, measured
along paths with equal number of hops, from which the esthaalue of the true
distancer; can be calculated as®* = g, - r,,,. The error between the measured
distance and the estimated true distange= r,, — r*' can, in the same way, be
seen as a sample of the random variahle. The standard deviationg of S, is
the precision of the estimated distan¢g.

A normalized random variablE is defined as having samples, obtained by
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dividing all sampleg,., by the expected erraron the true distance:

. est
ep = w (5.5)
T¢- M
The expected erray is an environment and hardware dependent value of the
range measurement error (given as a percentage of the @gentioned earlier
in Section 5.2.2. From the standard deviatighof 7" the precision of the esti-
mated true range’s’ can now be calculated from,, andor as:o*" = 0,,-0r-1g.

The values foror and ;i can be calculated offline, and stored in a table,
containing one set ofor, 1) values for all possible hop lengths of the shortest
hop paths between any pair of nodes. These values for singlpdths (for nodes
that are each others direct neighbors) will of coursé bé). The value ofor
does depend on thg so for different values ofy another table will have to be
used. This value does however only depend on the hardwareradnment
used for the network, which will be known before deploymehthe network,
so only one table will have to be stored or in active use thhoug the whole
localization calculation. Figure 5.2 shows the valuesptind;., for values ofy
and different hop counts.

5.2.6 Algorithm details

The protocol uses a two-phase approach, and relies on twespanding
kinds of messages being passed between the network noddsystimessages
and refinement messages. During the start-up phase, a riedgptt to calcu-
late an initial position estimate, based on the distancgartts the anchors. This
initial position will then be improved to get a more accuragtimate during the
refinement phase.

Start-up messageontain information about the distance and hop count, as
well as the position of another node (with known, or at leasineated position)
to the sending nodeRefinement messagesntain the position of the node that
sent it. When the localization algorithm starts, usuallyewlthe node is switched
on, or awakes from a sleep state, a non-anchor node starteagdasting aan-
nouncement messagdedicating its presence and requesting for informatianr
nearby nodes. An anchor node starts directly on activatidrbadcasting its own
position. For its surrounding nodes, this is an indicatibitopresence as well.
Upon receiving an announcement message, a node broadtedgtamation cur-
rently known to that node. This way, the new node quicklyrieahe positions of
all nearby nodes, and helps the newly connected node to aptoh the current
state of the network. For all nodes in start-up state, altiveri messages with hop
count lower than the maximum are stored, until enough distagat least 3 in the
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2-dimensional simulation) are known to be able to calcttatewn position esti-
mate. If an estimate can be calculated, the node will proteeefinement state,
and broadcast the position estimate just calculated.

Nodes in refinement state only collect refinement messageasdirect neigh-
bors. After receiving a position update from one of its néigits, the node can
re-calculate its own position, based on the new or more gegadsition just re-
ceived, together with all other neighbor’s positions. ithew position estimate
is more precise than the previously known location (smaljethis new position
estimate is broadcast in a refinement message. This strawsgyes finiteness of
the algorithm. After each round of message passing, theawegpnent in calcu-
lated precision will be smaller. If a node cannot calculateae precise position
update, it will not rebroadcast its position. All other nedeill recalculate their
positions based on fewer position updates from their neighland the new esti-
mate will be more likely not to be more precise, in which cdmertode will stop
re-broadcasting as well. After a few rounds no node will bie &b improve its
position estimate, and the algorithm stops.

As the protocol progresses, nodes update their positiomat&ts based on the
improved position estimates of their neighbor nodes, arssipty a neighboring
anchor node. These improved position estimates of the heighodes in their
turn, were calculated from the previous estimate of theghmgors. So, in effect,
a node’s new position is calculated indirectly from its oweypous improved
estimate. It is important that all nodes recalculate thesifons on a similar rate,
so ensure each node keeps a reliable calculated precisitmnpafsition estimate,
relative to its neighbors. This is ensured by allowing a ntodes-broadcast only
after a certain, network wide, fixed time after the previoasifion estimate was
broadcast. This also keeps the number of broadcasts low.

Anchor nodes already know their position from the start. &se their po-
sition is obtained in a way external to this algorithm, theyrbt recalculate it.
As a result, for the majority of the time, they can be silengd anly react to an-
nouncement messages by rebroadcasting their fixed paosifibe precision of
anchor nodes positions is obtained externally as well, amdbe much greater
than possible to achieve with the calculations of this lizegion algorithm. In the
simulations, the anchor nodes precision is set to be inlfjritigh.

5.2.7 Simulation setup

To test the performance of described system, a simulatigincgrment was
built using the OMNeT++ discrete event simulator [55] (seet®n 4.2). The
tests performed in the simulation environment are desdribedetail in Sec-
tion 5.2.8. The network communication model used in the &tian makes use
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only of local broadcasts, where messages are deliveretinodgs within a cer-
tain and fixed range from the sending node. Colliding tragsions and message
corruption are abstracted from (it is assumed that lowexowdt layers will be in
charge of providing a reliable broadcast service). Thetjpos of all nodes are
fixed during a simulation run, and are determined at in&lon. The simulation
environment uses a 2-dimensional coordinate system. Eadb'sicoordinates
are selected randomly and uniformly distributed within azae region of a size
in units equal to the amount of nodes in the network.

During network initialization a number of nodes is seleasdnchor nodes,
in a way similar to the one used by Langendoen et al. [30]. Tiwhars are
selected in a grid-like structure, where the nodes closeite points of the grid
will be chosen to be anchors. The grid is of sizevith s x s < N, with N the
number of anchor nodes, ardhe largest number that still satisfies the inequality.
The rest of the anchors are selected randomly from the réngaiiodes. This way
of selecting the anchor nodes is chosen because it provideseor less equal
environment for all nodes, where the closest anchors withgés be a certain
maximum distance away. The reasons to choose this strat@gginly because it
offers a uniform distribution of anchors. Additionally,allows easy comparison
to the results described in [30].

The distance measurements between nodes are calculatethe#®SSI infor-
mation. This means that every received message also psoitenge indication
between itself and the sending node. In reality the calimnaif this range infers a
certain amount of error, as mentioned earlier. In the sitiaridhe range measure-
ment including error is modeled by drawing a random valusfeoGaussian dis-
tribution with the true range as its mean, and a standarétiemiofr-true range.
The implementation of the algorithm records all range mesments from each
message it receives, and uses the average distance metsaradighbor node
in all further calculations. This way, as more messages egeived, the mea-
sured distance will converge to an ever more constant valoieh leads to better
position estimates during refinement.

5.2.8 Simulation results

We have setup the following parameters for the simulatas @btup is com-
monly used in referenced papers):
Number of nodes: 225, placed on a square area of 15 unitthleng
Radio range: 2.1 units, results in connectivity of aboyt 12
Relative range erray: 10%;
Number of anchors: 5% = 11 anchors;
Multihop distance hop count: 4 hops.
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Figure 5.3: Position error distribution for standard scana

Because of random effects, produced by the use of randortdgted error
values, node positions and possibly other factors, cargisesults on all of the
performed tests can only be obtained by averaging over lgugetities of indi-
vidual test runs. To ensure consistency, all tests perfdinage been repeated at
least 50 times.

As a measure of the performance of the described algoritismyedl as an
indication of the usefulness in specific application aréas accuracy(y:) of the
algorithm, as well as itprecision(c) are important indicators. The accuracy
can be described as the average distance between a nodelbpition and its
position estimate. The precision describes to what extentdal position error is
near this average distance error. This is calculated ubmgtandard deviation of
the error values. In order to test those values, an init&tlhas been performed
using the parameter values of the standard scenario. FigBrehows the error
distribution of the relative position error. Note that, ewbough the majority of
the error values stay below 10%, the average error valueimdrl7%. This is
due to the fact that a small number of nodes have relativedyelarrors, of up to
and beyond the radio range. This fact is illustrated as wethle large standard
deviation of about 0.23.

Even though, as the results show, each node’s position taiways be esti-
mated very accurately, it does perform well on assigningsitiom estimate to all
nodes. On average, over the test runs executed in this Ststteoverage factor
0f 98.9 % has been measured, meaning almost all of the node®htained a po-
sition estimate, with the exception of the few nodes thatataonnect to enough
neighbors to actually start an estimation.
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In the next series of simulations, the algorithm’s senisjtito variations in
fraction of anchors, average connectivity and range measemt error is tested.
Figure 5.4 shows the results of these tests. In all thregaliag, both the average
distance error and the standard deviation are shown, aas/#ie coverage factor.

The simulation results show that the system is hardly seasdgwards number
of anchors, except for really small numbers. At an anchatifva value of 1.8%,
which is 4 anchors, no nodes are able to obtain a positiomatsi during the
start-up phase. This is because the four nodes are placeé abtners of the
area, and there is no node that has 3 anchors near enougteieerewilti-hop
distance information to them. This can be solved of coursatngasinghe time
to live field of the messages, so the distance information from tbbas travels
for a greater number of hops. From a value of 4% onwards thtersyshows little
change in both relative error (average and standard dew)aind coverage.

As for the connectivity (controlled by the variation of tmarismission range),
from a connectivity of about 8 to 10, the result is nearly thms, showing little
change in relative range error. In the results for both thehanfraction and
radio range variations, the average and standard deviefitime distance error
have proportional values. This indicates that the distitiouof the range error is
similar to the one shown in Figure 5.3, scaled along the x axis

With respect to the range error sensitivity, this is somawdifeerent. While
the standard deviation keeps a more or less constant value0.27, the average
error does change linearly with The size of the range error is directly reflected
by the accuracy of the system, whereas the precision rerzagedy unchanged.
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Figure 5.5: Distribution of number of Startup and Refine ragss for standard
scenario

In a real-world implementation of an ad-hoc sensor netwenkergy preserva-
tion is of great importance. Because network communicdtidargely respon-
sible for the energy consumption, this metric is of majoerast as well. Some
additional tests have been performed to quantify the ndé@mmmunication cost
of this system.

Both the Startup and Refine messages have a small, fixed dizenéiwork
communication cost can thus be quantified by the number ofages broadcast
per node. Figure 5.5 shows the probability distribution offbmessage types,
and the total number of messages for the standard scenaii®clear that the
Refine messages take up the majority of the total number.e@sitrg the number
of Refine messages directly improves the total communic&iists.

The algorithm can be adapted so that every node will only sewértain
amount of Refine messages. The implications of this in math the distance
error are shown in Figure 5.6. It clearly shows that after fitet 3 or 4 Re-
fine messages more communication hardly makes any improudmaccuracy
(mean value of the positioning error) and precision (steshdariation of the posi-
tioning error), while the average number of messages igerelinearly. Limiting
the number of Refine messages is an easy way to improve th@érfarmance
of the system.

Considering the small size and low cost of the targeted deyionly very
limited processing resources will be available. The prsicgstime to complete
the localization process is an important aspect of thisqdar system.
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Figure 5.6: Relative distance error and average number fii®Remessages per
node as a result of limiting the number of Refine messages

As the central part of the system, the Iterative Weight L8gstares Estimation
takes up the majority of processor cycles in the total catomh. This part of the
calculation is therefore a good indicator of the total pesteg time used.

A number of factors are responsible for the total time eaatergpends cal-
culating its (updated) position. At first, the size of the nitas used, and thus
the spent calculation time, is proportional to the amoumted§hbors involved in
the calculation. Besides that, the number of iterationsndr the calculation
to complete is a proportional factor to the total calculatione. At last, a third
factor is the number of times the IWLS calculation is perfedn In general, at
least every time before a Refine message is sent, a nodetmpasire-calculated
several times, until a more precise result is found.

The factors involved in calculation time, as mentioned &dave been ex-
amined, using the data sets generated for the earlier tegfare 5.7 shows the
number of times a calculation is performed per node, avenagaoer of IWLS
iterations per calculation, average number of neighbamsiwed, and number of
calculations per broadcast Refine message. The solid, kethiine, on the right
scale, shows the grand total of the number of calculations)ber of iterations
and number of neighbors multiplied. This is a number prapoal to the total
calculation time spent per node in the IWLS calculation fartvhole localization
algorithm.

For the targeted devices, it is very important to only speret@y and process-
ing time as long as it gives improvement to the positioninguaacy. Selecting the
right set of parameters optimal to the deployment area tarerthis is should be
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Figure 5.7: Nr. of calculations for different parameterued. The number of
calculations, iterations, neighbors and calculationsypessage are drawn on the
left scale; the total calculation time per node is shown uthmarked solid line,
drawn on the right scale.

considered carefully. Reducing the processing cost carchieaed by reducing
either of the above-mentioned factors.

Comparison with Figure 5.4 shows that limiting the amounheighbors in
the IWLS calculation greatly reduces the processing colilevthis hardly has
an influence on the range error performance of the systenm Hre graphs it is
clear that the number of calculations per broadcast messagealmost constant
factor.

5.2.9 Discussions

The previous sections have covered the description of tharighm used in
obtaining the position estimate in a distributed network.

The implementation of the system presented in this secsiamiy a simple,
straightforward one. As has been shown in the previousmsegterformance im-
provements can be made, by making small changes, basedsanicépection of
the results obtained by selectively changing certain patara that are of impor-
tance in the whole calculation of the algorithm. As one oftsumprovements,
multi-hop distances towards indirect neighbors could &lsased in the refine-
ments phase, instead of just to obtain initial positionmeates. This could be
especially useful for networks with a low connectivity. tieb promise to pay off
in terms of performance increase, to spend some time firiaguhe algorithm,
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5.2. A precision-based localization algorithm

Condition Pos.err. | Coverage
Traditional alg. + refine n < 0.05 20-25%| 50-60%
Traditional alg. phase 1+2 conn. > 12 35-42%| 100%
Precision based algorithm n < 0.25 15-25%| 95-100%
Precision based algorithm» < 0.1, conn > 12 | 10-15%| 98-100%

Table 5.1: Comparison of the presented algorithm with thesalescribed in [30],
on relative position and connectivity

based on a particular application area.

As noted before, similar algorithms have been designed¢canderve as good
comparison material. Langendoen ([30]) provides a contpargest for combi-
nations of different algorithms. Even though the generglraach is somewhat
different, the refinement steps are almost identical to tieeused in our system.
The data after refinement are comparable to the resultsrgessia this paper.

The multi-hop distances and IWLS calculation are quite Isinto thesumdist
andlateration methods described in [30] and others, with the exceptiohuba
is made in our system of the precision indications availaliie the messages.

From the results presented in [30], it is clear that the refiest algorithm only
is not a very useful addition to the first two phases (first phias distance esti-
mation and phase two is position computation) except in specific conditions.
The use of refinement dramatically reduces the coveragesoftiole system to
levels below 50% in all cases except when the distance memasunt errors are
very small § < 0.05). Under these conditions, the position error can drop to 25%
or even 20%, although coverage of just 60% can be reachethoWithe refine-
ment phase, the various combinations of stage 1 and 2 dlgwitan only reach
a position error of 42%, and less for higher connectivity, Wwith 100% cover-
age. Having full coverage is very important, of course, siacquiring a position
estimate is the intended goal of these algorithms.

Our results, on the other hand, show better position estisnathile practically
full coverage can be reached, in almost all situations. llbwlthe most extreme
environments, a position error of 25% or less can be achjewbde keeping
95% coverage. Large distant measurement errors or low ctivitgdo make the
numbers less feasible, showing the application limits fis algorithm. But in
more optimal conditions, position errors as low as 10% carebehed, with near
100% coverage. Table 5.1 summarizes the results for theitlgs mentioned
above.

The improvement in position error with our proposed solui®most likely
caused by the availability of more measurement data, nathelprecision indi-
cation, even though not a lot can be said about this in gersnale the obtained
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Chapter 5Localization techniques

location precision is a result of many interrelated factors

In terms of communication overhead, our solution provesgd@dampetitive
as well. In [30] it is stated, that the initial flooding (incling calibration) of the
network costs about 3.5 to 4.8 messages per node, depenitig @lgorithm
used. This is comparable to the average number of startupages per node,
which is 2.1 in our solution. The amount of messages neededgiefinement is
largely dependent on the limitimposed on the system, andtimdlgorithms, the
resulting position error is constant from about 5 messagesals. All systems
use messages of a small, constant size.

Itis hard to compare the calculation requirements of albatgms, especially
because only simulations are available up to this poinhiretof both the system
described in this paper and the ones in [30]. Besides thaigdrdoen et al. do
not give any metrics about calculation time or complexitytinir paper. At this
point, no conclusions can be made about how the differeptittgns compare in
terms of calculation time.

Itis shown that, using RSSI as a distance measurement sysbsition errors
of as low as 10% of the transmission range can be reached. tBgagh this
could be not sufficiently accurate for use in all kinds of gitans, it does provide
good enough results to at least be able to know about the rietwapology, and
coverage area of the individual nodes. Altogether, it cardigcluded that the
goal of obtaining position information of nodes in a distitkbdd ad-hoc network,
making use of only rather inaccurate measurement techsiggieithin reach.

5.2.10 Conclusions

In this section we presented a distributed localizatioromdlgm for ad hoc
wireless networks, which takes into account the precisiomeasurements. It
is aimed at networks where the nodes are static. The algotikes a two-step
approach: first an initial location estimation is made, dam® distance measure-
ments obtained from RSSI readings. Subsequently, refinisnaea calculated.
Both steps, including the calculations involved, are descrin detail, after which
the performance is discussed. In a 225-node network, ofwbf6 are anchors,
with 10% range error, a relative distance error of about 16f6ke achieved, with
a nearly 100% coverage. In general, the results of this a&gprgield 2 to 4 times
better results in position accuracy than other systemsitbescpreviously. This
level of performance can be reached with just 10 or fewer agessbroadcast per
node in the network, which are of small, constant size. Detdiout the calcula-
tion cost are discussed as well, and some suggestions areayivhow to optimize
the performance of the algorithm for real world implemeiotas.
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5.3. One-dimensional random distribution statistics

5.3 One-dimensional random distribution statistics

A lot of effort has been put into characterizing the ad-hotvoeks from a
statistical point of view. The authors of [28] derive an appmate formula for
the expected progress in each hop for a two dimensional eserk deployed
within a circular region:

1 1
zZ= (%) 1 +e VN — /e‘f {(}03_1(15) —tV1— t2] dt (5.6)

For the same scenario, an average distance between anydes deployed in
a circular area is computéd = %R) and the average hop count is determined
by dividing these two value@ = £).

The authors of [4] derive closed form formulas for the prdlighthat two
nodes can communicate within one or two hops. The nodes aleyds in a
rectangular area. The formulas are based exclusively odigtebution of the
distance between two random nodes in such a scenario, déniy23]. For hop-
counts larger than 2, simulation results are presented aalgzed. Lower and
upper bounds for the hopcount distribution between twooandodes are derived
based on the properties of the network for the density of ttkea ) growing to
infinity.

In [32] the author investigates the link distance between tandomly po-
sitioned nodes, where the network scenario is representemdbes distributed
inside a rectangular surface. Two cases are analyzed:firghene the nodes are
uniformly distributed and in the second one the positionaxfes follows a Gaus-
sian distribution. It is shown that the shapes of the linkrthations for these sce-
narios are very similar when the width of the rectangulaaamehe first scenario
is taken to be about three times the standard deviation dbdaion distribution
in the second scenario. The author of [35] continue the aiglgxploring the un-
derlying spatial distributions in more depth. He also gitves improved versions
of the original estimator. Mobility of the nodes is also takaeto account, as an
extension of the work done in [5].

Average hop distance is investigated for other networkltugpes as well. For
example, in [48] the average hop distance is investigatedrig and street net-
work topologies.

In the following, we take a look at the one dimensional randiaployment
scenario and try to find the expression for the hop count Uyidgr statistics.
These formulas will give a way to estimate distances betwestes only by
knowing the average density and the hop count, no distanesumiaeg hardware
being necessary. The exact extension to the two dimensoas& or to higher
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dimensions is very computation intensive (impossible ne&ylas no closed-form
formulas can be determined. The approximations cited atvg\e approach the
real case as close as possible.

We model the one—dimensional network scenario throughaf setdes placed
on the positive side of the realaxis, where positions are picked according to a
one—dimensional Poisson process with known paramefér]. Among these
nodes, we consider a special device referred here to asesorsmk nodg(SN),
that is the originator of the hop count distribution procedand that is placed at
the origin of the real line. The probability of having exgatinodes within a given
interval of lengthl is a random variablé with the property: ProX = k) =
e M((A)*/k!). The distance between the origin of the axis and the first node
its right is a random variabl& characterized by an exponential distribution:

Fx(z)=1—e fx(x) =A™, (5.7)

The distance between any two consecutive nodes has the ssatmleution
X [43]. Finally, we assume that each node can communicaté i3 aleighbors
whose distances are smaller thanwhereR is the node transmission range.

5.3.1 Limits of the hop count intervals

We say that a node has a hop count (HC) equal,to € N, if it is situated
n hops away from the source node. Moreover, we say that a gigde with
HC n > 0 and in positiorizt > 0 is thelast nodein its hop count if all nodes in
x > T have a larger hop count value. L®@t= (7o, 71, 72, ..., Tn, ...) denote the
positions of the nodes; € R*. Moreover, le€) = (&, &, &, .., &m, --.) be the
set containing the positions of the last nodes in each hoptcethereg; is the
position of the last node in HZ Observe that{?’ C () and that SN, placed in
To = & = 0, is considered to be the last node in HOMoreover, it can be easily
verified that a node belongs to HCIff is within transmission range with the last
node in HCn — 1 and is not in transmission range with the last node infHE2.
Exceptions to this rule are HC (that contains the source node only) and HC
(that contains all the nodes in transmission range withdlece). Based on these
observations, we can write the following inequalities:
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Figure 5.8: Inferior and superior bounds for the hop intlg@ac R*, € — 0).

=0
So<&<&+R
S+ R<&E<&E+R
(5.8)
bnot+tR<& <& 1+ R

Now, we are interested in finding the boundaries of the irtlszgntaining all
the feasible positions for those nodes in HCThe inferior On,n) and superior

(Dmax limits of the interval containing all the nodes with HCare found by
solving (5.8):

Duln] = |5 | R, Dmaln] = R (5.9)

This result can be also justified by simple geometrical olzems (Fig. 5.8).
The fact that the distance between the two consecutiveggiahdé;, » needs to
be larger than or equal tB + ¢, wheres — 0", leads to the inferior limit. The
superior limit comes from the fact thgt and¢; .1, in the limiting case, can be
spaced by at most — ¢, wheres — 0%.

l2

To proceed with our analysis, we introduce the followingation. LetI'(x),

I
l1,lo € N, l; < Iy, be defined as:

b2 1forly <z <y
B 0 otherwise
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Dmax(n]
In other wordsT'(¢,,) is 1 in the feasible region fof,, and0 otherwise.
Dmin['n]

5.3.2 Punctual distribution function of &,

For each hop count € N, we define a random variablg, denoting the po-
sition of the last point in that hop. In the following, we coute the probabil-
ity distribution functions for these random variablgs,(&;) = f(z;), where the
joint distribution of £y, Fs, . .., E, is indicated ag (1, &, ..., &,). Citing the total
probability formula, we can write the following relations:

f(&) = (%)
f(&:60) = (&%) f (&) (5.10)

J(n b1, &) = [(&nlén-1, - &0) - f(&l0) f (&)

whered(z) is the Dirac distribution function and the above distribng make
sense in the intervals where the nodes can actually be plaegdccording with
the constraints in Eg. (5.8), otherwise the functions equsloreover, due to the
structure of the problemy n € N, n > 2, £, only depends on the positions of
the last nodes in the previous two hogs_( andé,_»). This can be written also
including the interval of definition as:

En—1tR
f(gmfnfla §n72) = f(gn‘fnfla §n72)f(€n717 57772)51-‘(5111)% (5-11)
We can now rewrite the set of equations (5.10):
f(&) = d(&%)
So+R
F(&,60) = f(&1l60) f (&) F(Rfl)
(5.12)
En—1tR
f(gmgn—la fn—?) = f(£n|£n—la 5n—2)f(5n—1|£n—2) I‘(fn)
En—2+R

The marginal probability functiori(¢,,) can therefore be computed by double
integration off (&, §,—1,&n—2) OVerg, o and§,—;. The conditional probability
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at least one point no points

Figure 5.9: Feasible region fgf, once¢,,_, and¢,,_» are given.

f(&nlén—1,&n—2) can be computed based on the fact that, in orde¢,fao be the
position associated with the last node in hop counthe following two events
have to be jointly verifie¢see Fig. 5.9):

A: “The interval(¢,  + R, &,] is not empty”.

B: “There are no points in the intervéd,,, £,—1 + R]".

The eventsA and B are independent because the original set of points (nodes)
are the realization of a Poisson process. We can therefdie tvat:

Pro(4) = Prob{K > 0in (§,—2 + R, &)}

= 1- exp{—/\(fn - fn—Q - R)} (513)
ProbB) = Prob{K =0in (&,,&.-1 + R]}

= eXp{_A(fn—l + R — Sn)}

We are now in the position of deriving tH&(&,,|&,.—1, n—2) cdf and its deriva-

tive f(é-n ’577,71 ) §n72) :

En71+R

F(fn|£n—17£n—2) - P(A)P(B) I‘(fn)
En—2+R

gn—l"l‘R

Flénlén1,&ua) = X Mo (g (5.14)
En—2tR

From Egs. (5.14) and (5.12), the distribution functif(g,,) can be obtained
by induction as reported in Eq. (5.15):
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(&) = / / (6t ns) din o dEny —

_ At AR, (5.15)
o0 chn 1+R &+R | &+R &+R R
// / (54)/1“(53) P'(&)T (&) déy dEp- - - A2 A€
o En— 2+R &+R o &1+R R 0
lr < R
B D e N T
i=0 g =0 ! -
(5.16)

In other words, we have decomposgéd,,) as the product of two terms, where
the first one accounts for the network connectivity, iWwhereas the second term
is independent oh and, for a givert,, accounts for the feasible region of the
remainingn — 1 pointséy, &1, .. ., &.—1, according to the constraints in Eq. (5.8).
More compactly,f(&,) can be written as:

f(&) = Ae M) 5 G (&) (5.17)

whereG,,(x) replaces the succession of integrals in Eq. (5.15). Momeokg )
can be expressed as (see Section 5.3.3):

n—l1 . (i+DR
Gur)= 3 {gmrg)} (5.18)
i=|5] '

where theg! (x) are polynomials with the following properties (easy vedfley
inspecting the number of integrals, the terms that are beitegrated and the
continuity properties of the punctual distribution furcts):

1. The coefficients of (x) do not depend on.
2. The order ofj’ () is equal ton — 1.

3. gi(i+1) =g (i +1).

Computing the distribution of the position of the last nodehbpn makes
sense only in the cases where the structure is connectedthiattoop (i.e., there
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are noconnectivity holegarger thanR up to the end of hom). The problem
of having a connected structure in the one—dimensional kasebeen studied
in [11], where the authors derived a close formula (Eq. (§.16 obtain the
probability P.(x) of having a connected structure up to any positio R*.
The probability of having a connected structure up to the @nabpn is there-
fore obtained ag’.[n] = P.(r = nR). Observe that, for a given hop number
n, the probability of having a connected structure is a coriggaantity that is
used to scale the joint pdf(¢,) in order to obtain the conditional distribution
fe(&n) = f(&,] {Structure connected up to hap). f.(&,) is therefore given by:

/\nef,\(anfn) X Gn (f’ﬂ)

fe(&n) = Bl (5.19)
where:
S (A —iR) L p (e (A — (i + DR))
Pc[n]:/:0 c Z,!x ! —e AR; ‘ xz_! ! (5.20)

Equation (5.19) gives the distribution of the last node ip ho It is made up
of two parts: an exponential function depending on the patam\ and a set of
polynomials whose coefficients arelependendf A. This formula is the central
point for the analytical characterization of the hop couatistics for the 1D case.

5.3.3 Determination of theG,,(z) coefficients

In this section we address the computation of the coeffisiefithe ¢ (z)
polynomials that compos€',(z). As one can notice by inspecting Eq. (5.15),
the coefficients of)’ (x) are functions of the transmission range This means
that, for every particular scenario, they should be congpgeparately, as the
transmission rang® is unlikely to be the same in all cases.

Fortunately, there is a way to avoid this. In fact, in [31]h#s been proved
that for a network whose nodes are distributed accordindPtmisson process with
parameten andR is the value of transmission range, one can vamgnd modify
A, such that the properties of the underlying graph remaimanged (the reverse
situation where varying. while adaptingR is also true). In more details, if the
distances are scaled by a ratio” in the d-dimensional space, parameter must
be modified according to:

N = (r/r")\ (5.21)
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In what follows, we consider the transmission range tdbe 1. Any partic-
ular application can then scale its distances such thatraimsrission range be-
comesl and vary\ accordingly. This means that any application could then use
the coefficients of the polynomials as computed bellow atdditenal expense.
In other words, this makes the coefficientsgfz) constant and independent of
the particular scenarid and)\). To keep the notation simple, in the following
we consider that we already modifi&io 1 such that\ is the new value obtained
after the normalization step. This will not have any influeoa the final results.

Moreover, we observe that tHe functions only take values ig0, 1}, and
this mean that their only influence is on the intervals oveictvthe integration in
Eq. (5.15) takes place. In the form in which itis presented (&.15) is impossible
to be integrated, as the integration variables are all drtkgether.

To make this integration possible in numerical form, we adbp following
three—steps procedure:

Step 1: From the definition of thd functions and keeping in mind that the
variables we use conform to the inequalities described.B) (Sve can write the
following identity:

%—(g)l = [Ef(l&)lr(lfz)} . F@i)ﬂgil)} : [F(gfj—z)r(giz)} (5.22)

Ei—atl Cita—1 | L] &i—1 -1 fi-1—1  [1-2]

wherei € N, i = 1..n. Therefore, we can apply the transformation in (5.22) to
eachl’ function inG,,(x). Observe that, in Eq. (5.15), the terfs» and¢,,;; do
not exist, their place being taken by the terms 2 andn + 1, respectively.

Step 2: One can observe that each integration has as limits integebers.
More than this, the integration is possible only if the imtdgover the generic
variable¢; is split into (i — |£]) disjoint integrals where th& functions to be
integrated are evaluated; each integral corresponds tinter@al of sizel - the
union of these disjoint intervals covers the feasible neda &;, (|1 ], ).

Step 3: For what concerns the combination of any three subsequent va
ables of the kind&;12,&:41,&), only one out of the three situations presented
in Fig. 5.10 is possible. That is, ifis an integer such that™*2| < a < n + 2,
then:
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a—2 Siv1— 1 Sira — 1 a a+1

a—1 §i+2_]— a a—+1

T | ‘ |
a—1 Sirz—1 a Cita a+1

Figure 5.10: Possible configurations of the last nodes i éap,a € N such
that[ 22| < a <n+ 2.
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g (x) x5 x4 x3 x2 x1t x0
o1 - - - - - 1.0000
g - - - - —1.0000 2.0000
gi - - - 0.5000 —1.0000 0.5000
g5 - - - 0.5000 —3.0000 4.5000
g% - - —0.3333 | 2.0000 —3.5000 1.6667
a3 - - —0.1667 | 2.0000 —8.0000 10.6667
9 - 0.0833 | —0.6667 | 2.0000 —2.6667 1.3333
gg - 0.1250 | —1.5000 | 6.2500 10.1667 4.7083
A - 0.0417 | —0.8333 | 6.2500 —20.8333 | 26.0417
gg —0.0417 | 0.5833 | —3.1667 | 8.3333 —10.6250 | 5.2500
9 —0.0333 | 0.6667 | —5.0833 | 18.0000 | —27.9583 | 12.7167
g° —0.0083 | 0.2500 | —3.0000 | 18.0000 | —54.0000 | 64.8000

Table 5.2: Coefficients of thg, () polynomials(i = 2..6).

1. &io € (a,a+1) & €(a—1,a) &€ (a—2,a—1)
2. §ipp € (a,a+1) Guela—1,a) §e(a—1,a)
3. &4_2 S (a,a+ 1) &4_1 S (a,a+ 1) & € (a — 1,&)

The integration limits (feasible regions) in the previobset cases are ac-
counted for by the following expressions:

a+1 a Eito—1
L T(&ir2)T (&) T (&)
a Sit2—1 &ip1—1
a+1 a Eito—1
2. T(&42)T (&11) T (&) (5.23)
a iqto—1 a—1
a+1 Eita  Cita—l1
3. F(§i+2)r(§i+1)£r(§i)1
a a i+1—

By applying the two steps above and using the integratioitdidescribed in
Eq. (5.23), one can perform the integration in a recursivemaa As an example,
we present in Table 5.3.3 thg (z) parameters forn = 2..6. Fig. 5.11 shows
the punctual distribution function for the last node in e&dp, for the firstl0
hops and for\ = 6.7. The theoretical distributions are plotted against sitoita
points.

5.3.4 Hop count number and distance statistics

In this subsection we derive the relationships between tipecount number
and the actual position of any given node. The basic assaomftithat we are
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000000

0 1 2 3 4 5 6 7 8 9 10
x distance (R=1)

Figure 5.11: Probability distribution functions of thetla®de in each hopn =
1..10), A = 6.7.

dealing with a connected topology up to and including theeniadquestion. As-
sume that a node finds out the number of hops it is separatediii®source node
SN. This information is enough for it to get an estimationta tistance between
the two points. From the distribution of the distance, théencan compute the av-
erage distance and its associated standard deviation atitl @g., in localization
algorithms, routing protocols, etc.

The distribution function of the distance conditioned oa ttumber of hops
has particular expressions for the case when the node libe ifirst and second
hop. For the third hop on, we provide a recursive formula lier computation of
the distribution. By¢; we understand the position of the last node in koand
by z; we understand the position of any node in liofhe punctual distribution
function for the case where the node lies in the first hfyp) (s given by:

1 R
far (1) = Er(xl) (5.24)
0
This result is quite obvious: a node is in the first hop if itristiansmission
range with the source node. Within this interval, due to #ut that we are dealing
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with a Poisson process, it has an equal probability of belirmmg given position,
thus a uniform distribution. Assume now that a node belonghé second hop.
We can write the following expressions:

1 &+R
f(x2]61) = g—r(lé)

1 R
f(&1,22) = f(22]&1) f(&1) (5.25)

far(2) = /f(§1»$2) dé;

Nodezx, belongs to the second hop. This means that it is in transomisange
of the last node in the first hop and out of the transmissiogeasf the source
node. Moreover, given that the position of the last node @nfitst hop is¢;, the
node in second hop can belong only to the intef\fal¢; + R]. Its distribution
is again a uniform distribution due to the uniform deploymefithe nodes. We
can now computef (&, x2) and integrate it ovet; in order to get the marginal
distribution f(z2) (the expression fof (£;) has already been determined in Sec-
tion 5.3.2). Performing these computations leads us toat@fing result:

Faa(23) = Ae ™ (Ei(=Aas + AR) — Ei(—AR)) (5.26)

wherefi(z) is the exponential integral function, defined as:

oo

Ei(z) = — / " (5.27)

T

—00

For the distributions of distances in hops further away tharsecond hop, we
use the following reasoning (see Figure 5.9): a node beltmigspn if it is in the
transmission range of the last node in hepl and is out of the transmission range
of the last node in the—2 hop. Therefore, within the intervéd,, >+ R, &, 1+ R)
the position of the node is uniformly distributed. The maadidistributionf (¢&,,)
is obtained as:
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én—1+R
f(xn‘fn*hfan) — 52 — 61 g:g‘f:})%
f(xna 57%1;57%2) = f(xn,gnfla §n72)f(§n71, 577,72) (5.28)

fdn(xn) = / / f(-rna fn—lvfn—2) dfn—2 dfn—l

—00 —00

The expression of (§,-1, {,—2) has already been determined in Section 5.3.2.
Numerical integration of these expression should folloe/ iethod described in
Section 5.3.3 of rearranging the integration limits.

5.3.5 Conclusions

In this section we have focused on the case of the sensor rietivaving the
nodes deployed in a random manner, along a line. Knowinguaege density
of nodes and the hopcount number for a node with respect tikawe are able
to compute a distance estimate based on the underlyingtitatiThese method
provides a mean of estimating distances without the needdifianal distance
measurement hardware.

The exact formulas have been deducted for this one dimeaisgmenario.
Unfortunately, for higher order scenarios, the formulaes gnoved not to have a
closed form, thus making computation extremely difficultlanaking approxi-
mate approaches the only solution.

Lately, the one dimensional scenario has been approacteftain the graph
theory point of view. An optimal algorithm has been given &rid it is in our
intention, as future work, to combine it with the statistiapproach to yield to
results usable in real applications.

5.4 Statistically enhanced localization algorithms

In this section we focus on two existing localization scheraed study them
in the case of semi-static, randomly deployed, wireless@enetworks. In the
majority of the application scenarios it is assumed thainibdes of the network
are deployed in a random manner such that they cover unijaargiven surface
[1, 2, 13]. However, the properties that this hypothesis/jgles are in general
not used in the design of sensor networks protocols. Theidatns of this
assumptions have been studied since the early days of addtworks [28] yet
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are usually not taken into consideration. As we will showhiis paper, the usage
of the properties of theandomly deployedensor network will lead to major
improvements in performance for the chosen localizatigomthms, requiring
almost no additional resources.

The basic idea that we will be exploiting is that knowing terage density
of the nodes and having an expression that can characteez@hsmission range
of the nodes, one can get a distance estimate between anyptigs if the number
of hops separating the two of them is known (see Section 18%. information
about the distance comes as a pair: mean value and standatiale The quality
of the estimation depends on at least two factors: the distaaparating the two
nodes (the closer the nodes, the more exact informatiofesla) and the average
density of nodes (more nodes, better distance estimates).

The new schemes presented here come with little additiarstbc only the
average number of nodes needs to be known (or determinedavdibtributed
protocol). This value has to be distributed among the sersdes once. This little
extra overhead is alleviated since the protocols we probage at least one phase
less than the existing ones. More than this, the node decaitybe determined
locally with almost no effort (for example based on inforinatalready available
from the media access control protocol).

An additional overhead is the amount of computation needée. protocols
we propose will make use of the weighted least squares métmabtktermining
the position of the nodes. While this method is resource amd tonsuming it
might still be considered acceptable for the majority of¢hses, as no additional
distance measurement hardware is needed and these capmpatat made only
once in the lifetime of the network for static networks.

A difficult problem to be addressed is the model to be chosethétransmis-
sion range of the nodes. There are several models alreailigidedo characterize
the communication channels, yet none of them is able to cterae all the en-
vironments envisioned for sensor networks (ranging frondoor environments
with almost no interference to office spaces with lots of camimation disrupt-
ing factors [46]). No matter which transmission model is sidered, a certain
trashhold for the transmission range can be computed, sathfttwo nodes are
placed at a distance larger than this value, the probalfiléythey can communi-
cate to each other can be approximated withn the following we will assume
that such a valué has been determined.

5.4.1 Basicideas

The existing localization protocols can be classified in teugie categories
depending on whether nodes make use or not of devices theatagige estimates.
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Figure 5.12: Node distribution among the hops

Usually, methods that use distance estimates (based on ®86&bf flight, angle
of arrival, etc.) provide better results than the ones bas#yg on connectivity
information. Unfortunately, correct distance estimatisrexpensive because of
the additional hardware that needs to be added to each nadtharenergy it
consumes.

Using the power level at the receiver is a method that giveestimate of
the distance with no additional cost (for the transceivefiais that can supply
this information). In the case of randomly deployed senstwaorks, a second
estimation, based on the density of the nod¢s(id the model of the transmission
range, is available for free.

By random deployment we understand topologies that spreadddes uni-
formly over a certain area. In the ideal case, the area iscagupto be infinitely
large, but in practice is limited to finite rectangular saga. Other random de-
ployment models have been studied, e.g. a Gaussian modeéwbdes were
scattered following a normal distribution around a cenade station [32]. For
specific situations, the best suited model should be degdlapd used (e.g. nodes
uniformly deployed in an area containing obstacles, or@l@ttangles mapping
over corridors and rooms on a two-dimensional map repratent etc.).

In the following we will consider the case of networks withdes uniformly
deployed within a rectangular area. The transmission masgkd will be the one
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that considers a fixed transmission range for all the nodéslevthis model may
not well characterize the indoor environments, we will begst as an exercise
tool. More suited probabilistic models can be used aftesviilar particular envi-

ronments.

Different application scenarios will have different chetexistic values for\
and the transmission randg It has been proved before (see [31]) that for a net-
work whose nodes are distributed according to a Poissorepsoeith parameter
A and whose nodes have a transmission raligene can varyk? and modify A
accordingly, such that the properties of the underlyingpgreemain unchanged
(the reverse situation where varyingvhile adaptingR is also true). If the dis-
tances are scaled by a ratio’ in the d-dimensional space, theparameter must
be changed ta’ = (r/7")?)\. For the ease of use, and to make results comparable,
one can consider the transmission raige 1 and vary\ accordingly (as will be
seen also in the following graphs).

Let us pick one node in the network and call it the source ndte say that
a node belongs to the first order neighborhood of the sourde far is in the
first hop) if it is in transmission range of the source node.o8lebelongs to the
second order neighborhood (the second hop) if it is in trassion range of any
node in the first hop but it is not in the transmission rangdefsiource node. More
generally, a node belongs to hep(n € N, n > 2) if it is in the transmission
range of any node from hap— 1 and is outside the transmission range of all the
nodes in hops — 2 or lower.

The position of the nodes in the given network can be modesatgua two
dimensional Poisson process. One of the basic results isdtint of networks
is the relationship between the density of the network ardtlerage number of
neighbors a node can have in its vicinity. If we assume thatrimsmission range
of any node is fixed and equal 1, then the number of first-order neighbors a
node might have is a random variablewith P(n = n) = ¢ *RAE"

n!

The mean distance (and also standard deviation) to a note first-order or
second-order neighborhood can be easily computed fromxihressions of the
distribution of the nodes in these hop counts. For higheeongighborhoods,
there are no exact analytical expression available as theegsion to be com-
puted become too complicated (the major problem is integyatombinations
of exponential and linear functions over domains resultiog intersections of
circles). But, there have been developed approximatetsefad the problem
[32, 35]. More than this, theoretical bounds were deterchiaed the approxi-
mation results stay within these bounds. The problem watiedtiteven further
as the influence of the deployment area was taken into caasiole (see for an
example on how to address these problems [4]).

Let us choose a test environment similar to the ones giverxas@es in
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several papers dealing with localization issu#¥) nodes are randomly deployed
in a rectangular area of sizex1 units’. As exact analytical expressions are not
(yet) available, we will be using information about the disition of the nodes
in the network estimated out of a large number of simulatiomte obtained
results confirm the existing distributions for the first twapls and are within the
determined bounds for larger hopcounts. The values ord R were chosen such
that the obtained structure is connected with high probiglfdssumingR = 1,
the corresponding > 6.7).

We recorded the distribution of nodes in each hop both inotpdnd ignoring
the border effect (see Figure 5.12 for the casd?of 0.12 units). As one can
notice the curves tend to have a Gaussian form as the numbepsis increasing.
There is certainly a relationship between the mean valug¢kesfe distributions
even if the underlying structure is random.

Based on the values in Figure 5.12 we computed the mean ardthstedevia-
tions of the average distance to a node in a certain hop (shrokigure 5.13). For
the first part of the curves (up to hops 10-15), the borderctffean be neglected
and both the mean distance and their associated standaatiaies can be placed
on aline. The right part of the curves shows irregularities tb border effects, as
hops with very high numbers appear only for source nodesgdlacthe corners
of the rectangles, etc. This is why, for example, fo& 6.7, the mean distance
decreases after a hop count larger tharand the standard deviations no longer
line up. The interpretation of the decreasing standardadiewvi is that for the case
when this occurs, the source and destination nodes aredftyde situated some-
where near one of the diagonals of the square area rathedémoyed all over
its surface.

Itis reasonable to assume that nodes further away from thresaode should
have a diminished influence on the source position than closges (based on
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the fact that precision is affected by distance). This isficored by the previ-

ous results as well, measuring the increasing standardti@vé of the estimated
distances with the number of hops. Based on this observatidrthe previous
figure, we are able to quantify the influence of nodes haviffgréint hop counts
by associating to each node a specific weight. If the distemoedei has a stan-
dard deviation ob;, then its associated weightis = % (this association should
lead to the best results according to the estimation fheory)

The localization algorithms we will use for exemplificatiose a least squares
method to determine the position of the nodes. In order toenusle of the previ-
ously described coefficients we will make use of a weightadtlsquares method
and achieve better results than the original algorithms.

For the range based localization algorithms, usually tetadce accumulated
over the shortest path is propagated. Figure 5.14 preseasparison between
the mean value of the accumulated distance on the shortbstipd the "real” es-
timated distance to a nodehops away from the source node (and their associated
standard deviations). The propagated distance increasesly with the number
of nodes and maintains a relatively small (increasing)dsdash deviation. The
real distance to the nodes can be seen to follow a curved shapt® the border
effects of the selected area and has a standard deviatierat&mes larger than
the equivalent propagated distance. This shows that mevasmts coming from
further away nodes should have a diminished influence ondbiéign of a source
node than closer nodes.

By inspecting Figure 5.14, coefficients can be computedsthas the shapes
of the two lines) to correct the distance estimates (a simefficient was com-
puted in a different manner in [22] or see Section 5.2). Fangxe, Table 5.3
presents the coefficients and the weights computed for thalation setup de-
scribed in Section 5.4.6. It can be noticed that the weigbtsehse towards zero
in fast, meaning that the influence of further away nodes ipesonegligible af-
ter a relative small number of hops. This information can beduas the upper
bound on thdime to livefield associated with the messages used for localization
purposes (the time to live field shows how many hops a messaghoived to
travel before it expires). The correction coefficients foe tistances have been
computed based on the mean of distances (both measuredapatpted via the
shortest path) for each specific hop count. As expected,dbicients decrease
with the number of hops, but not so abruptly as the associeggghts.

We chose two localization schemes (DVHop and DVDistance)rafer to
show that the basic observations described in this sectiorlead to major im-
provements in terms of localization errors. The first prot@®longs to the group
of range free protocols while the second one is a distanaedbase. In this sec-
tion we will briefly describe the original protocols and thatistically enhanced
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derived protocols.

5.4.2 DVHop protocol

In the following we will address asnchorsthe nodes that know their positions
(for example given by additional hardware as GPS or becdgsader specified
their position). DVHop is made of the following phases:

1. nodes get distances, in number of hops, to the anchorsdisiicance vector
exchange algorithm (the anchors also get distance infiom&t the other
existing anchors in the system).

2. each anchor node computes an average hop distance, lveiedimforma-
tion received from the other anchors. In the protocol, tha s all dis-
tances to the other anchors is divided by the sum of the hopsao these
anchors. Each anchor distributes the computed value toedlghimoring
nodes via controlled flooding.

3. each node computes its location based on the estimatadcis to the an-
chors (based on the number of hops and the average hop @ist8scause
of the errors, the final position is chosen as the one thatmineis the errors
in least squares sense with respect to the known distanioceagss (in the
literature the method is referred to lateration- see Section 5.1.2).
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The protocol produces positioning errors comparable tarmsmission range
of each node. It produces acceptable results in uniformoréswand can be used
on networks with nodes having no means of measuring dissafi¢es protocol is
sensitive mainly to the number of anchor nodes.

5.4.3 DVHopSE protocol

In order to make use of the information in Section 5.4.1 wedniedistribute
the value of\ to all nodes. This can be done with an initial flooding phaghef
user knows it beforehand or can be performed locally at eade .nThere can be
derived a full variety of algorithms, the simplest ones eimach node counts the
nodes in its neighborhood and based on this it can estimate parameter. The
larger the neighborhood considered, the better the rabaltoasic assumption is
that the network isiniformly distributedl. This phase can be easily embedded into
the distance vector exchange phase.

The phases of the DVHop modified algorithm (DVHoOpSE) are then

1. distance vector exchange such that each node gets d@istdoomation to
the beacons. This phase also includes the initial learrfitigeo\ parameter
in one of the previously described ways. The anchor noded netto
compute or distribute hop distance estimates.

2. computation of the location - each node has hopcountriistato the an-
chors and knows the density of the nodes, thus they can deedistance
estimates to the anchors and then compute their position.

The position is computed using a weighted least squaresotielthe weights
to be used are computed based onttmefficient and the hop count to each of
the anchors. These coefficients can be given as look up tabsgen distributed
with the A value in the initial flood phase if needed.

5.4.4 DVDistance protocol

DVDistance is a distance based localization protocol meathat the nodes
have to be equipped with distance measurement hardwareh{\Vitni example
could be based on RSSI). Accumulated distances over theeshpaths are prop-
agated in the network and nodes estimate their positiordb@séhese results.

The phases of the algorithm are:

1. anchor nodes start flooding the network with their positiBach node re-
ceiving the first message from an anchor adds to it also thamie estimate
from the node it received the message. Subsequent messaigeahé same
anchor are discarded. This way, each node learns accumslaetest path
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Hop number 1 2 3 4 5 6 7 8 9
Weights (%) | 26.48 | 27.05| 14.84| 859 | 553 | 3.86 | 291 | 2.23 | 1.82
Dist. coeff. (%) | 100 | 92.76 | 89.17 | 86.77 | 85.15| 83.93 | 83.06| 82.40| 81.77

Table 5.3: Weights and distance correcting coefficieRts(Q;119 units A\=9)

distance to the surrounding anchors.

2. nodes compute their position based on the informaticgived from the an-
chors and the accumulated shortest path distances. Theyleast squares
method to determine the position leading to the smallest&rr

This method is sensitive to the errors introduced by theadist measuring
hardware and also to thigne to livefield of the messages (the number of hops a
message is allowed to travel before it expires) and to thebeumof anchors.

5.4.5 DVDistanceSE protocol

DVDistance produces better results than DVHop, but is sgagio the dis-
tance measuring hardware errors and the time to live fielth@fmessages. In
the same time, the distance obtained is different from thédistance (see Fig-
ure 5.14) due to the fact that the shortest path is longerttteactual real distance
between the nodes. This last problem can be addressed withiexiing coeffi-
cients computed for each particular deployment case.

The time to live associated with each message is a very irmpoparameter.
In order to accentuate this idea, let us suppose that all Hssages are allowed to
travel throughout the whole network. This will lead to bigags in the global po-
sitioning of the nodes: each node will have the majority eféinchors positioned
on one side, exceptions being the nodes in the center of th@rie The position
of any node will be influenced by the majority of the anchorsjts computed
position will be shifted against this side with respect te tenter of the area (the
final topology would be like the original orexploded.

Figure 5.15 captures this phenomena. The dots indicatectivb@lgposition
of the nodes while the crosses represent the computedguosithe left part of
Figure 5.15 illustrates DVDistance protocol, where the sages had no expir-
ing time set. All the estimated positions are moved towahgsexterior of the
figure. To better illustrate the concept, we divided by all the received dis-
tance estimates that reached the nodes. The results aemfge@# the right part
of the same figure. As expected, each node got underestimstadces to the
anchors, leading to the reversed effect: each node compaigition is moved
towards the majority of the anchors, so it is attracted tocieter of the figure.
An equilibrium point between the two situations exist, aqmheameter specific to
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Figure 5.15: Influence of the time to live parameter (lefiesigl/Distance with
TTL=o0, right side DVDistance with TTLso and distances reduced with 150%)

a particular implementation can easily be found.

We choose the time to live parameter based on the followigd®unds: the
inferior bound is based on the fact that each node should inéwemation from
at least 3 anchors, and the superior bound is given by theHattheir influence
should be major. Based on these two factors we decided fqpartecular con-
figuration to choose a time to live equal@d98.23% nodes have access to more
than 3 anchors).

The phases of the DVDistanceSE protocol are similar to thggnad one:

1. anchor nodes start flooding the network with their positicthe same man-
ner as in DVDistance algorithm. Additionally the message#ain also the
number of hops they traveled. In the same time informaticouaithe A
parameter and the area of the network is spread into the retwo

2. nodes compute their positions based on the receivedmatoon from the
anchors, the computed coefficient and the weights. They wgeighted
least squares method to determine the position leadingterttallest errors.

The computation could stop here (see Section 5.4.6 for arigéea of the
obtained results). But, when computing its position, eastlencan also get an
estimate of how precise this position is (this is possiblealse the standard de-
viations for the measurements that led to a certain posdienknown). Some
additional minor improvement can be obtained if a third ghiasadded in which
the nodes broadcast also their location together the agsdgorecision. A node
will correct its position based on the neighbors informatibtheir precision is
higher than its current one. This phase is usually costheims of number of
messages exchanged and duration in time [22].
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Figure 5.16: Comparison DVHop - DVHopSE

5.4.6 Simulation results

We have simulated the previously described four protocgilsguMATLAB. In
this section we will discuss the precision of the obtainedilts in terms of overall
positioning error. The communication issues as collisionenber of messages
and delays were not taken into considerations due to thetfatthe differences
between the presented protocols are minor from this poiMief and we are
interested in characterizing the precision of the loctiramethod rather than
the efficiency of the particular underlying network protbsiack.

The simulation scenario consisted20f) nodes distributed onto a square area
(1x1 units’). From the set of random topologies created we have disdahde
partitioned network topologies. The simulations were etpé several hundred of
times to obtain results characterized by high confidence.

Figure 5.16 presents a comparison between DVHop and DVH@p&Ecols.
The transmission range was fixedtd 19 units and a number of randomly chosen
nodes were designated as anchors (varying fiétrto 30% from the total num-
ber of nodes). The graphs show the mean and standard dewvatioes of the
distribution of the overall positioning error. It can be sdbat an improvement
in mean error betwee?2% and29% was achieved, while the improvement in the
standard deviation lie in the rang§&o and29%.

The explanation for this improvement lies in the fact that tfoser anchors
had a bigger influence in the position of the nodes than asdieng further away.
DVHop computes hop estimates that are best fit the local ¢gyolif nodes are
denser in a certain part of the network, they will get a smalddue for average
hop distance than nodes in a less denser part of the netwbitKoOpSE averages
these values to only one. Simulation results show that thight&associated to
how far the anchors are situated play a bigger role than tted ttensities.

The second simulation scenario involves DVDistance and Bt4dceSE pro-
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Figure 5.17: Comparison DVDistance - DVDistanceSE

tocols. We have chosen for the average connectivity theevaknd varied the
precision of the distance measuring devices: they intredu Gaussian error
with mean0 and standard deviation ranging from 0% and 15% of the medsure
distance. A comparison between these two protocols idridited in Figure 5.17.
DVDistanceSE protocol brings an improvement of 19% to 21%rowement in
the mean value of the positioning error. The standard deviatf the positioning
error also is improved, but with a smaller amount (the improent is situated
between 5% and 8%). The improvement achieved is due to the@éwofactors
introduced: the shortest path distances correction cgafticand the weights as-
sociated to each hop.

In Figure 5.17 we also plotted for comparison the perforrearithe DVHopSE
protocol (where 10% of the nodes were considered anchohé3.hBs a constant
performance because it is not influenced by the distanceuringshardware er-
rors (it is a range free protocol). For the case when perfestaigce measures
are available, the improvement that DVDistanceSE brings 83%. This value
decreases with the amount of errors added up to 16% impravefiorethe worst
case considered in the simulation.

It is interesting to notice that for errors larger than 12% tistance based
algorithm produces worst results than the range free dlgoriln such situations,
the later is prefered as not only the results are better batthlamount of needed
resources is considerable smaller.

Both statistically enhanced protocols perform betterimteof mean value of
the positioning error and standard deviation.
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5.4.7 Conclusions

In Section 5.4.1 we have focused on the particular case cosaretworks
that respect the property that their nodes are uniformliridiged in a random
manner on a certain surface. Based on this hypothesis, we édxacted dis-
tance estimates based on the hopcount of the network andhesado show that
improvements are possible in the currently available laatibn protocols.

The main idea of this paper is theindom deploymers&issumption that is
present in the vast majority of scenarios is not exploitdeke tinderlying random
topology has certain properties that can be actually usedatocols, instead of
being rediscovered with the cost of additional resourcelstiame.

We have chosen as examples two localization protocols. We bbtained
improvements (some of them already predicted by theony)dtierwise would
cost additional software and hardware resources. In o, ves have managed
to obtain with range free protocols the results similar tusthobtained using their
range-based equivalents.

Future work is aimed at better understanding the influencadérlying statis-
tics in the localization protocols. Other deployment schsmpart from the uni-
form deployment (Poisson points) in both two dimensional #imee dimensional
cases will be examined.

5.5 Conclusions and future work

In this chapter we have addressed some of the aspects abpositproblem
in wireless sensor networks. A large number of prototype&e h&ready been built
and give the user the possibility of determining his ponitigth a certain degree
of precision. At the same time, the problem received atentiom theoretical
perspective as well, results from various research fieldsvanious approaches
being aggregated together.

Still, we can say that the localization problem is open faearch. There
is still no algorithm to be adopted as a standard one and wdvciid work in
the majority of situations. The gap between the theoretieslilts and practical
implementations is large as the practical implementatinake use of additional
hardware and the theoretical studies are based on idedligeathesis too far
away from reality.

There are various mechanisms that can be used when des@luoaglization
algorithm. The possible combinations produce results rootess fitted for var-
ious application scenarios. For example, we have shown savg the precision
of the computed position can be used to obtain improvedtesutertain cases.
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The study of the randomness implications in designing therdhms was also an
example.

Future work should focus on studying the available meclmagmiand finding
the combinations between them that will produce the bestiteesAt the same
time, future investigations should analyze the combimatibresults from graph
theory (giving clear bounds of what can be achievable) aaistital techniques
specific to estimation theory (giving results charactegzhe average cases rather
than the worst ones).
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Chapter 6

Conclusions

Experimental sensor networks prototypes open up new \fistasientists and
engineers to observe physical phenomena and react to ititdvlioig either the en-
vironmental factors affecting the shy sea birds creatusesings and goings from
their burrows on a uninhabited island coast of Maine, or ¢énepterature and con-
dition of the 165,000 tonnes of malting barley at the Hollafalt in the Nether-
lands, sensor networks start becoming useful and overgpthi experimental
status.

The field of wireless networked sensors is still a young, neldfiThere are a
lot of questions to be answered at all the levels. Theoretsaarch, fancy appli-
cation domains will answer questions such as which is therbesing protocol
to be used, what trade-offs need to be made to acquire a sr@é#acy, how to
combine and present the pieces of data such that the bigeittakes sense, etc.

6.1 High-level overview of the thesis

This thesis dealt with the first basic question that arisesngtarting building
a sensor network: how should the system look like? The toadit answer to
this question is: use a fixed protocol stack. There are skeadvantages given by
this approach: standardization, ease of understandirfieadytstem, etc. and the
certainty given by the myriad of already built systems. Bitthere is a major
disadvantage: the resulting system is not optimized fotakk at hand, leading to
a short life of the limited energy resources and more oftdhnaet fit the targeted
hardware. Add to this the big latencies achieved and theyamues of cross-layer
design and optimization and it will soon be clear that thediigpeotocol stack is
not an option.

Various systems solved this problem by using a componemmthgagproach:
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the clear layered separation disappeared but the rigiditheo fixed stack still
persisted. The nodes are deployed in dynamic environmedrgsanhe monitored
characteristics vary with time, requiring dynamic topaésgand various versions
of applications to be run. The fixed architecture solutioms answer this issue
by erasing the code in the sensor nodes and downloading wkaleversions in
them. The cost is tremendous in terms of energy and laterctyhaus this is not a
good approach.

We have proposed a data centric architecture. We placedotienrof data
in the center of the whole design and built a system aroundlite system is
made up of software components that connect together toteatentity. The
required/produced data by each one of them is managed bygdhisal entity as
well as the whole set of running protocols. Dynamic recomagjon is as simple
as connecting/disconnecting modules to the central enlitye advantages are
that the operating system inside the sensor nodes camesgneaser to what are
we used to in the personal computers: management of a laralyst containing
programs, executing the needed program at the needed timeuwthe having to
recompile the whole system.

We have taken this simple ideas and implemented a real tim&tipg system
and a simulator. The simplicity of the approach allowed usaok into the oper-
ating system a number of features, each though not to bebp@ssithe limited
target environment. The two systems are functional andlerady being used in
a large number of research projects.

Then, we have focused on a particular building block of weisslsensor net-
works: the positioning protocols. We have developed séwena algorithms and
implemented them. These algorithms integrate perfecttytime data centric ar-
chitecture as they need data from almost all the other mgjldlocks to function.
The data sharing mechanism shows its power here, the desiges not have to
worry about the internal data exchange mechanisms.

The new algorithms are based on two features previously sed in local-
ization protocols. The first one was the fact that a node the&dy computed its
position has also some information regarding the precisidhis result. By com-
municating it to its neighbors, the overall positioninggan lies closer to the real
situation. The second feature was the property of the seretarorks of having
the nodes randomly deployed. The underlying statisticsatorsome properties
that are usually not used and thus, certain properties lodve trediscovered” at
run time using expensive protocols.
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6.2 Strengths and weak points

Let us take a look, also from a high level perspective, attitemgths and weak
points of the proposed solutions:

e Data centric architecture - The main advantages of using this architecture
in a system is the fact that the need for a fixed protocol stékpgpears.
Various combinations of protocols can be employed whenegatkw pro-
tocols can be started, in a word, the best configuration carbtzséned with
minimal effort at real-time. Exchanging data among thetiergtis also sim-
ple, as the whole scheme relies on this mechanism.

There are some disadvantages as well: the scheme workwedirffigura-
tions containing a small number of components. As the nurobentities
increases and the sorts of produced/required data pey antieases, the
complete architecture can be hard to understand at a finstejlaLogical
clustering of sets of entities into functional blocks migktp to understand
better what is going on. Debugging or surveillance of tha diaffic is very
simple: just create an entity that requires to receive alghblished data.
An interesting observation is that this dynamic architezttan emulate any
fixed protocol stack architecture in a straight forward neann

The overhead paid for employing the data centric architegtithe need for
a robust way of naming the data (assuming networks built babftware
components developed by various parties). From implentientpoint of
view, a central component doing the data management has imle-
mented in an efficient manner as it will run each time new dapxeduced.

e Data centric operating system (DCOS} The feasibility of an operating
system offering the capabilities of DCOS was regarded vigpscism by
the community in the early phases of its development. Rew tapabil-
ities, memory management and dynamic reconfiguration vieneght im-
possible to achieve even individually on a processor hatirggkilobytes
of data memory. Luckily, the combination between the scherdand the
data manager of the data centric architecture, the emplotyai¢he EDFI
scheduling mechanism and the usage of linked lists as a atdype led
to a working system.

Among the disadvantages of the system is the fact that tleglsting mech-
anism does not cover the latency introduced by the schedsédf. This

prevents the system from offering hard real time capaédijtstopping at
soft real time level only. But advances in the theory behhelscheduler
will overcome this in future work. Another disadvantageetated to the
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estimation of the cost of the tasks (the time needed by a taskiton the
processor). As software almost always contains loops Wmighnumber of
cycles depending on state of the task, there are two appesaalthis: con-
sider the worst case scenario or consider the mean value @sttociated
cost. Both approaches are valid, the choice depending capiblecation at
hand and on the set of tasks needed.

e Simulation framework - The simulation tool has proved itself an invalu-
able tool. We have designed and tested a large number ofcotetwith
its aid and found out problems very hard to trace otherwitefuture use
will improve its functionality and speed, as almost eachtsfusers gave
suggestions and traced existing bugs. It is quite easy to ([@ea OMNet++
as well), we have been noticing that the average computgrammer with
basic knowledge of C++ needed around one day of practicedpfonging
into the description of his own protocols.

e Localization schemes The localization schemes we described can be ar-
ranged into two categories: the first one brings improvembased on an
existing “trick” not used (available precision of the conguli positions),
and the second one invents a new “trick” (the statistics afrmlom deploy-
ment) and uses it.

The net advantages of these schemes are that they bringviempents with-
out requiring additional hardware. There are costs to be, peivertheless:
in the first case the additional energy spent on communitgt@and in the
second case the assumption of random deployment. Due taftaeedt
sets of hypotheses on which they are based the usabilityeofmiéithods
depend on the applications considered. Further enhandsmenpossible
and indicate the future research directions we have in mind.

We feel that the statistics lying under the random distidsuissumption
should receive a higher attention. Although the resultsnateso simple
to obtain (integration over domains resulting from intetsms of circles
seems to appear everywhere), at least some trends can hiiedeand
used. These statistics have the nice advantage that pyotteyl are the
only useful characteristic of the sensor networks (frompbiait of view of
the network designer) that scales with the number of nodese modes
deployed, more precise results and decreasing standaatides.
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6.3 Inthe end...

The author of the thesis has gained a lot of information onld fiEresearch
about which he knew nothing three years prior to the writifights document.
There were many “obvious” things that proved themselveswyrturing the de-
velopment of various protocols and systems.

The main lesson learned waseep things simple!

The best algorithms, protocols and systems are the sime. ofiheir de-
scription, implementation, particular cases, number dfitawhal tools, mecha-
nisms, data structures, etc. are always kept at a minimuma sirhpler the better.
This does not necessarily mean that the problems shouldrizdewed in a sim-
plistic manner. On the contrary, the environment on top oictvtihe systems
are built may be very complex. Studying the underlying metdras can take a
tremendous amount of time, effort and frustration. But, bgerstanding these
mechanisms, there is always a way in which they can be usdtetadvantage
of the system rather than counteracted via “smart algosthrA simple and el-
egant solution proves the best understanding of the uridgrphenomenon and
minimizes the so much hated cost functions.

At this moment we can say that the research we performed gltinia last
three years, some of it presented in this document, leadsetadnclusion that
the basic assumption that sensor networks are feasibleaslin the last year we
have witnessed an increasingly number of companies inéet@sthe possibilities
of this technology and the number of applications orderethkyindustry raises
every day.

Sensor networks were listed as one of the future techndpgiaybehe next
big thing A lot of effort has still to be put in and prototypes will beilaluntil
they will reach the level of reliability to be assimilated arlarge scale in the
everyday life. The author of this thesis personally beketreat the technology
can be considered to have reached its maturity at the montesr tve will dare
to board a plane that contains at least one such system agaikéyn its design.

The information and solutions presented in this thesisiredwa lot of time
and effort and endless discussion sessions to be “invendadiied and verified.
It would be more than rewarding if any part of this thesis vdosgrve as a small
“building block” to some theory or system useful for all of us
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